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Abstract— Video processing is a technique of processing individual frames or images.  This process involves 

acquisition, manipulation, transmission, analysis and compression. This paper focuses on video analysis; it includes 

motion segmentation and motion tracking. Tracking objects in a video containing extremely crowded scenes is a 

challenging due to the motion and appearance variability produced by large number of people within the scene. The 

individual pedestrians collectively form a crowd that exhibits a spatially and temporally structured pattern within the 

scene. The video is divided into sub volumes. The local spatio-temporal motion of the sub volume is extracted. Hidden 

Markovian model is used to train on the spatio-temporal motion pattern. From the model the spatio-temporal motion 

pattern that describes how the object moves in a video is obtained. The extracted information is used as the priori for 

tracking.   
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I. INTRODUCTION 

 Video content analysis is the process of analysing the video to determine the events. It’s used 

in the domains like human-computer interaction, security, surveillance, video communication and 

compression, traffic control, medical imaging and video editing. The functionality of video analysis 

is video tracking, identification and behavior analysis and egomotion estimation. This model focuses 

on the video tracking. Video tracking is the process of determining the location of the object in the 

video signal. Video contains large amount of data so the  tracking can be a time consuming process. 

The video tracking is to associate target objects in consecutive video frames. The video tracking 

algorithm analyses the sequential video frames and outputs the motion of the object between the 

frames. There are two major components for visual tracking. The components are target 

representation and localization and filtering and data association. There are numerous researches for 

video-based object extraction and tracking. One of the simplest methods is to track regions of 

difference between a pair of consecutive frames [24], and its performance can be improved by using 

adaptive background generation and subtraction.  The difference-based tracking method is efficient 

in tracking an object under noise-free circumstances; it often fails under noisy and complicated 

background. The tracking performance degrades if a camera moves either intentionally or 

unintentionally. Tracking of objects in the presence of shadows, noise and occlusion, a non-linear 

object feature voting scheme has been proposed in [25]. As an alternative method of the difference-

based tracking, a blob tracking method using simple geometric models, e.g., ellipse or rectangle, can 

track the centroid of an object. Based on the assumption of stationary background, Wren et al. 

proposed a real-time blob tracking algorithm [26]. For more robust analysis of an object, shape-based 

object tracking algorithms have been developed, which utilize a priori shape information of an 

object-of interest, and project a trained shape onto the closest shape in a certain frame. This type of 

methods includes Active Contour Model (ACM), Active Shape Model (ASM), and the Condensation 

algorithm [10]. Although the existing shape-based tracking algorithms can commonly deal with 

partial occlusion, exhibit two major problems in the practical applications, such as: a priori training 

of the shape of a target object and iterative modelling procedure for convergence. Selected object 

tracking algorithms of significant interests are summarized in Table 1. 

TABLE 1 

Properties of various object tracking algorithms 
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Object Tracking  

 The process of object tracking is summarized in the block diagram below: 

 

 

 

 

 

 

Figure 1 Tracking of Objects 

The basic steps in object tracking are:  

1. Segmentation  

2. Foreground or  background extraction  

3. Camera modeling  

4. Feature extraction and tracking  

 

 Segmentation is the process of identifying components of the image.  Segmentation involves 

operations such as boundary detection, connected component labeling and thresholding.  Boundary 

detection finds out edges in the image, any differential operator can be used for boundary detection.  

Thresholding is the process of reducing the grey levels in the image.  Foreground extraction is the 

process of separating the foreground and background of the image.  This process is used for 

subtraction of images in order to find objects that are moving and those that are not.  Another method 

that can be used in object tracking is Background learning.  This approach can be used if fixed 

cameras are used for video capturing.  In this method, an initial training step is carried out before 

deploying the system.  In the training, the system constantly records the background in order to learn 

it.  Once the training is completed the system has complete information about the background.  Once 

the background is known, extracting the foreground is a simple image subtraction. The next step is to 

extract useful features from the sequence of frames.   

 

 The goal of the object tracking is to estimate location and motion parameters of an object in a 

image sequences. The objective function of tracking depends on distance, similarity or classification 

measure. The tracking results are often obtained by minimizing or maximizing an objective function. 

 

 The size of the cuboids remains same and selected manually due to loss of pixels limit the 

accuracy of the tracking.  The video are divided into spatio-temporal sub-volumes or cuboids defined 

by a regular grid and compute the local spatio-temporal motion pattern within each.  Hidden Markov 

Model [19] is trained on the local spatio-temporal motion patterns at each spatial location.  The 

spatial location of the training video represents the spatially and temporally varying crowd motion.  

Using the HMM and previously observed frames of a separate tracking video of the same scene, the 

local spatio-temporal motion pattern that describes a target moves through the video is predicted.  

The predicted local spatio-temporal motion pattern is used to hypothesize a set of priors on the 

motion and appearance variation of individuals that wish to track. 

 

Segmentation 
Foreground or 
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extraction 

Useful feature 

extraction Tracking 
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Figure 2 Cuboids 

 
Figure 3 Pattern Prediction 

Divide the video into spatio-temporal sub-volumes or cuboids. (a) The local spatio-temporal motion 

pattern within each cuboid is computed. Train a hidden Markov model (b) on the local spatio-

temporal motion patterns at each spatial location. Using the HMM and previously observed frames 

of a separate tracking video of the same scene, (c)  predict the local spatio-temporal motion pattern 

that describes how a target moves through the video. The predicted local spatio-temporal motion 

pattern is used to hypothesize a set of priors (d) on the motion and appearance variation of 

individuals that we wish to track [16]. 

 

II. RELATED WORKS 

 

Since the literature on tracking is extensive, the work that model motion in cluttered or crowded 

scenes is reviewed.  

 

 Isard et al. [10] developed the condensation based algorithm to track the visual clutter it 

represents the multi modal distribution. The algorithm uses stochastic framework and track the 

outline and features of the object.  The approach aims at using the probabilistic model of object 

shape and motion to analyze the video streams.  The algorithm is used for both rigid and non-rigid 

motion. 

 

 Black et al. [7] proposed a bayesian framework for representing and recognizing local image 

motion in terms of two basic models like translational motion and motion boundaries.  The method 

move towards a richer description of image motion using a vocabulary motion primitive.  A step in 

that direction is described with the introduction of an explicit non-linear model of motion boundaries 

and a Bayesian framework for representing a posterior probability distribution over models and 
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model parameters.  A maximum estimate of image motion is calculated using the probability 

distribution over the parameter space of discrete samples.  The image motion facilitates the correct 

Bayesian propagation of information over time and its ambiguities make the distribution non-

Gaussian.  The open issue is that sampling methods has high dimensional space. 

 

 Betke et al [5] Proposed statistical data association techniques for visual tracking of 

enormously large numbers of objects. This approach combines the techniques of multi target track 

initiation, recursive Bayesian tracking, clutter modeling, event analysis, and multiple hypotheses. 

Okabe et al proposed a method which tracks features and associate similar trajectories to detect 

individual moving entities within crowded scenes. Technique  assumes that the subjects move in 

distinct directions and thus disregard possible local motion inconsistencies between different body 

parts. 

 

 Wright et al. [23] proposed a method for analysis of motion patterns.  The system uses static 

and quasi-static backgrounds.  This background model produces a crude initial segmentation that is 

processed by code specific to find and recognizing humans.  Ali and Shah and Rodriguez et al. 

model the motion of individuals across the frame in order to track pedestrians in crowds captured at a 

distance. 

 

 Pless et al.  Learn a single motion distribution at each frame location from videos of 

automobile traffic. These approaches impose a fixed number of possible motions at each spatial 

location in the frame. In extremely crowded scenes, Pedestrians in the same area of the scene may 

move in any number of different directions. Motions are encoded in HMM and derive a full 

distribution of the motion at each spatio-temporal location in the video. In addition, natural body 

movements appear subtle when captured at a distance but create large appearance changes in near-

view scenes. 

 

 Nestares and Fleet [18] also use neighboring motion patterns to improve tracking. It increases 

the continuity of the motion boundary tracking from Black and Fleet by including multiple image 

neighborhoods. In our work, Model uses a dynamic temporal model of sequential motion patterns 

rather than assuming continuity across spatial locations. 

 

III. PROPOSED SCHEME 

 

Step 1: 

 The video is taken as the input.  

        
 

             Figure 4 Videos used for tracking 

 

The videos used are man in the room, foot ball ground and street crossing. The videos are given in 

the Figure 4 
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Step 2:   

The video is divided into cuboids.  Cuboids size should be selected in way that best 

represents the characteristic movements of a pedestrian.  The given video is split into equal size 

cuboids.  The simulation model for cuboid division is given in the Figure 5. 

 
 

(a)  Frame 1                 (b) Frame 19 

 

Figure 5 Cuboids 

 

Step 3:  

 For each pixel ‘i’ in cuboid Spatio-temporal gradient  is calculated 

using Background estimation is done to track the object and shown 

in the Figure. 

 

 
   Figure 6 Background Extraction 

 

Step 4:   

 The enhanced k-means algorithm is used to calculate the centroids. 

Algorithm : Finding the initial centroids 

Input: 

D = {d1, d2,......,dn} // set of n data items 

k // Number of desired clusters 

Output: A set of k initial centroids  

Steps: 

1.  Set m = 1; 

2. Compute the distance between each data point and other data    points in the set D; 

3.  Find closest pair of data points from set D and form a data  point set Am (1<= m <= 

k) which contains these two data- points, Delete these two data points from the set D; 

4.  Find the data point in D that is closest to the datapoint set Am, Add it to Am and delete it 

from D; 

5.  Repeat step 4 until number of data points in Am reaches 0.75*(n/k); 

6.  If m<k, then m = m+1, find another pair of data points from D between which the distance 

is the shortest, form another data-point set Am and delete them from D, Go to step 4; 

7.  For each data-point set Am (1<=m<=k) find the arithmetic mean of the vectors of data 

points in Am, means will be the initial centroids. The clustering of the cuboids is done to 
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classify the objects.  The sample data is generated testing with 4 clusters in 3 dimensions, by 

generating random data with gaussian density, variance 1, with means (0,0,0), (0,0,6), (0,6,0) 

and (6,0,0) and Ndata  200, 300,   100  and 500.   

 

Step 5:  

KL divergence distance is used to determine the distance between sub volumes and the centroids.  

The distance used is 0.5, 1, 1.5 and 2. 

 

Step 6:  

 The hidden states of HMM are represented using the probability of the observed motion 

pattern .  The accuracy of predictions depends heavily on the number of hidden states in each 

HMM.  The online clustering algorithm with a distance threshold  is used to vary the number of 

hidden states depending on the local motion patterns within the video. 

Step 7: 

  The hidden states are obtained. The graph given below shows the variation in the hidden 

states.  The hidden states get stabilized after the distance of 3.  The collection of HMMs is trained on 

a video of each scene, and uses it to track pedestrians in videos of the same scene recorded at a 

different time. The training videos for each scene have different frames. The size of cuboids is used 

to represent the local spatio temporal motion pattern.  The accuracy of our predictions depends 

heavily on the number of hidden states in each HMM.  The clustering algorithm uses a distance 

threshold dKL to vary the number of hidden states depending on the local motion patterns in the 

video. Large variations in flow may result in an excessive number of hidden states.   

Step 8:  

Predict the motion pattern for each space and location of the each cuboid is given using (  

and ). 

Step 9:  

 The Bayesian framework is formulated using the  

 
Step 10:  

 The state transition distribution is obtained using the optical flow vector and co- variance 

matrix.  The optical flow is the structure tensor’s eigenvector with  the smallest eigen value. 

 

Step 11:   

 Co-variance matrix can be estimated using  

 

 where and  are the projections of  and  onto the plane t = 1. 

 

 

Step 12:   

 The likelihood   ( ) is computed using Equation  

                                                                                                         

Step 13:  

Assuming pedestrians exhibit consistency in their appearance and motion.  Model  them  in a joint 

likelihood by     where  and  are appearance and motion 

likelihoods. 
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Step 14:  

           The motion template is obtained using Equation  

 

 
 

Step 15:  

The pedestrian’s motion changes gradually, this error measurement during tracking can be calculated 

using  

 
The Figure 7 shows the average magnitude of the error vector using our approach, our approach 

using all cuboids the target spans and using only an optical-flow.  No discernible benefit is achieved 

by using all of the cuboids.  HMMs trained on the optical flow vectors do not retain the rich 

distribution of flow within the local spatio-temporal motion patterns, and result in high errors. 
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Figure 7 Average Magnitude of Error 

 

 

The videos used are Football ground, person working in the room and the street. Angular error is the 

difference between the observed flow vector and predicted flow vector.   

 

IV. RESULT 

 

 The video with unstructured crowed are taken. For each cuboid the motion patterns are 

observed. The video to be tracked is learned and the priors are learned. Hidden Markov models are 

trained on the video. The KL Divergence distance used is 0.5 and 2. The number of hidden states 

increases with decrease in the distance.  The graph given below shows the variation in the hidden 

states. The number of states gets stabilized for the distance above 3. So, the distance used here is 0.5, 

1, 1.5 and 2. The collection of HMMs is trained on a video of each scene, and uses it to track 

pedestrians in videos of the same scene recorded at a different time. The training videos for each 

scene have different frames. The size of cuboids is used to represent the local spatio temporal motion 

pattern. The accuracy of our predictions depends heavily on the number of hidden states in each 

HMM. The clustering algorithm uses a distance threshold dKL to vary the number of hidden states 

depending on the local motion patterns in the video. Large variations in flow may result in an 

excessive number of hidden states. 



GSJ: Volume 6, Issue 1, January 2018  31 

GSJ© 2018 
www.globalscientificjournal.com 

 
Figure 8 Effects of distance threshold 

 

V. CONCLUSION 

 

A probabilistic method that exploits the inherent spatially and temporally varying structured pattern 

of a crowd’s motion to track individuals in extremely crowded scenes are derived.  The input video is 

divided into equal size cuboids form which Hidden Markovian Model training can be done.  Using a 

collection of Hidden Markovian Model that encode the spatial and temporal variations of local 

spatio-temporal motion patterns, the proposed method successfully predicts the motion patterns 

within the video.  The predicted video is used to track the object present in the tracking video.  The 

results show that leveraging the steady-state motion of the crowd provides superior tracking results 

in extremely crowded areas. Further, the algorithm can be extended for the automatic detection of 

cuboids size.  The cuboids sizes may be determined by a semi-supervised approach that 

approximates the perspective projection of the scene. Varying cuboid size can also be used. Space-

time model may be further leveraged to provide robustness severe occlusions. 
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