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ABSTRACT 

This project is an intelligent decision system for heart disease prediction using machine 

learning algorithm. The problems associated with the current process of heart disease 

diagnosis for healthcare shows the clinical decisions are often made based on the doctor’s 

intuition and experience rather than utilizing the knowledge filled data hidden in the 

healthcare database, There is also inconsistency in dataset arrangements and this gives rise to 

potential inaccuracy in healthcare decisions. This system is designed to process the open 

source data stored in healthcare centers by importing the datasets and loading the datasets to 

the python environment to evaluate them for diagnosis purposes and machine learning 

analysis. The software methodology used in this system is the agile methodology with 

constant Iteration throughout the development cycle. This system was created with the use of 

python language as the machine learning language. This is a system designed to give function 

of efficiency and accuracy to the prediction process of heart disease by developing an 

improved Naïve bayes Algorithm. This machine learning system helps even the healthcare 

centers in prediction analysis process by using evaluation metrics like box plot, ROC curve, 

Confusion matrix, F1 score, precision and recall graphs to compare the accuracy of the 

evaluation metrics with other machine learning algorithms to specify the best accuracy and 

identify the most accurate prediction for heart disease patients, The modified naïve bayes 

algorithm model provides the best classification report with  f1score 0.97, precision 0.95, 

recall 1.0, AUC 0.96 and overall accuracy of 97% in machine learning analysis compared to 

the other models making it very easy for the probability of heart disease to be observed and 

analyzed properly for diagnosis purposes to the benefit of the efficient Healthcare System. 

Keywords: Data mining, Machine learning, Heart disease, Classification, Naive Bayes, 

Artificial Neural Networks, Decision Trees, Associative Rule 
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INTRODUCTION 

Data mining and Machine Learning deals with finding the relationships and global patterns 

from large databases which are unseen among large amounts of data. Using medical datasets 

such as age, gender, chest pain type, fasting blood sugar, resting blood pressure, resting 

electrographic results, cholesterol, maximum heart rate achieved, exercise induced angina, 

old peak, slope, number of vessels coloured, defect type, obesity and smoking we can predict 

the probability of patients getting a heart disease. The Quality of healthcare service is the 

serious challenge that the healthcare industry has face because of quality of service deals with 

diagnosing disease correctly & providing efficient treatments to patients. Heavy loss can 

happen because of poor diagnosis. Diagnosis is an important task that must be executed 

correctly and efficiently. Correct predictions are critical for diagnosis and treatment. Day by 

day, researchers continue to develop effective decision support systems. Diagnosis of heart 

disease remains a challenge and Prediction relies heavily on classification techniques. The 

diagnosis is always based on doctor’s experience and knowledge. This leads to unwanted 

results and excessive medical costs of treatment provided to patients. Therefore an automatic 

medical diagnosis system needs to be designed that can take benefit of heart disease database 

which is publicly available. Most hospitals today employ some sort of hospital information 

systems to manage their healthcare or patient data.  

PROBLEM STATEMENT 

i. Inconsistency in the Datasets arrangements gives rise to error. 

ii. There is low scalability with several data points and predictors. 

iii. Difficulty in finding the optimal parameters for a specific Classification model. 

iv. Potential Inaccuracy in Healthcare Decisions. 

AIM AND OBJECTIVES 

The aim of this research is to develop an Intelligent Decision system for Heart Disease 

Prediction using machine learning Algorithm. 

 The Objectives are: 

i. To develop a modified Naïve Bayes Algorithm Model. 

ii. To train and test different classification algorithms with the Heart disease Datasets. 
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iii. To implement the modified Naïve Bayes Model. 

iv. To validate the performance of the modified Naïve Bayes Algorithm model using 

specified evaluation Metrics. 

v. To compare the best accuracy for prediction evaluating the different Algorithms. 

LITERATURE REVIEW 

There have been numerous studies done related to predicting the disease using different 

machine learning techniques and algorithms which can be used by medical institutions. This 

paper reviews some of those studies done in research papers using the techniques and results 

used by them. Using a proposed model a Researcher proposed a disease prediction system in 

his paper where he used machine learning algorithms. In the prediction of disease, he used 

techniques like Convolutional Neural Network based Unimodal Disease Risk Prediction 

CNN-UDRP algorithm, Convolutional Neural Network based multi modal Disease Risk 

Prediction CNN-MDRP algorithm, Naive Bayes, K-Nearest Neighbor(KNN), and Decision 

Tree. An Internet of things (IOT) structure for evaluating heart diseases in an accurate 

manner through Modified Deep Convolutional Neural Network (MDCNN), where heart 

monitoring device and smart watch were fixed to the patient for monitoring the Electro cardio 

gram (ECG) and blood pressure of patients. The classification of gathered sensor data was 

performed using MDCNN to get the classes as abnormal and normal. The designed model 

was analyzed with other conventional models like logistic regression and deep learning 

neural networks. The experimental results have revealed that the designed MDCNN attained 

superior prediction performance for heart diseases regarding accuracy. 

Many researchers try to use machine learning and data mining Algorithm to predict complex 

psychological problems of individuals, such as predicting stress disorders and anxiety 

disorders.  

Early heart disease prediction is an emerging research area in artificial intelligence. Another 

study  focused on feature filtering techniques to predict breast cancer early. Frequent item-set 

mining is used to select the essential features in patients' datasets. The decision tree, Naive 

Bayes (NB), k-Nearest Neighbors (k-NN), and Support Vector Machine (SVM) are 

compared, and it is found that SVM outperforms other models. A research paper focused on 

reducing erroneous prediction results that is false positive and false negative. Information 

gain with the Genetic Algorithm approach is utilized to rank highly significant features in the 
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dataset. Classification of positive and negative results is done by SVM. This approach 

applied to two independent datasets increased the prediction accuracy and reduced prediction 

cost.  

Two breast cancer datasets are used  to differentiate cancer patients from healthy people. A 

genetic algorithm is used to select the most significant features in datasets. 

Three classification algorithms, multilayer perceptron (MLP), probabilistic neural network 

(PNN) and radial based function (RBF) are used for the classification of breast cancer. MLP 

requires more processing time for the training model and assigning weights to its neurons 

than RBF and PNN. The highest accuracies of 97%, 98%, and 100% are achieved with MLP, 

RBF, and PNN. The probabilistic procedure with sensors is used for censorious procedures. 

Some patients have diabetes with hypertension; therefore, a research study is conducted to 

predict diabetes type II and hypertension in both individuals. Synthetic minority 

oversampling is used to solve data distribution problems and the ensemble method is used to 

predict hypertension and type II diabetes. This study showed that pre-processing of data prior 

to model building enhances prediction accuracy. Machine learning methods are also used for 

the detection of some other medical diseases detection, text mining and network security. 

Another analysis is conducted to predict the risks associated with diabetes. Logistic 

regression, Decision Tree, ID3, C4.5, k-NN, and Naive Bayes are used for classification. 

Irrelevant features are detected and reduced using PCA and PSO algorithms. A comparison of 

both feature selection techniques is performed in terms of improved accuracy and processing 

time. It shows that feature reduction is a powerful technique to enhance predictive model 

accuracy. 

In recent decades, heart attacks have been one of the leading causes of death. Random forest 

is used in conjunction with a linear model to predict heart disease based on patient data in a 

study. The most significant features are classified using an a priori method, which showed an 

increase in accuracy. When compared to existing classification techniques, the suggested 

ensemble model produces the best results. Optimization techniques are used to deal with 

complex data by reducing irrelevant and functional data attributes. A hybrid approach 

combines different AI techniques and evaluates them as a single algorithm. A research study 

applied various AI algorithms for heart disease prediction to find the best classifier. The best 

performing algorithms are then combined, and the results of the hybrid approach are 

compared with the results of individual techniques. The proposed hybrid algorithm gave 

more accurate results as all algorithms functions are combined to calculate a majority vote for 

a positive class. A drawback of using a hybrid approach is that more processing time is 

required. Another study applied a Fuzzy Rule-based classification model for heart attack risk 

prediction. Rough set theory identifies the most influencing features, and features that do not 
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affect prediction results are eliminated. The Genetic Algorithm is used to reduce time 

complexity and optimize prediction results. Research proved that the proposed model is 

efficient with a large number of features. A comparative analysis is presented in for the 

diagnosis of cardiovascular disease. The experimental setup comprises classification 

algorithms, namely Logistic Regression, Decision Tree, and SVM. Different subsets of 

features are used to evaluate classification results. The highest accuracy of 82.97% is 

achieved by using a decision tree with forward and backward selection approaches. 

 Junaid Rashid et al, (2022) proposed a machine learning-based predictive model to diagnose 

three primary chronic diseases, including Diabetes, Kidney, and heart diseases. The feature 

selection technique based on adaptive probabilistic divergence is used to select the most 

valuable features. The study concluded that the proposed approach gave the highest accuracy 

by optimizing the most significant features for disease detection. A feature selection-based 

machine learning algorithm is proposed to predict three chronic diseases, namely, diabetes, 

heart attack, and cancer. The incremental feature selection approach with Convolutional 

Neural Network (CNN) is applied to anticipate disease presence. The proposed method 

showed 93% classification accuracy in less computation time. Another study is conducted to 

explore the essential features of often chronic diseases. Feature selection approaches, 

including Information Gain, Gain Ratio, and correlation-based approaches, are applied. 

Several subsets of top-ranked features are then used in building the Random Forest prediction 

model. It showed that exploring the most significant features is significant for the medical 

diagnosis process. In another research study for chronic disease prediction, the Stacked 

Generalization approach is used to enhance the performance of classification algorithms. Five 

classification algorithms are compared: Decision Tree (DT), k-NN, SVM, Logistic 

Regression (LR), and Naive Bayes, to outperform five chronic disease prediction models. It is 

found that the Stacked Ensemble approach enhances the model performance and achieves the 

highest accuracy of 90%. 

A study is proposed to predict whether a patient would survive or die because of hepatitis. 

This study implemented SVM with multilayer perceptron for the binary classification of 

patients. Principal component analysis (PCA), a feature selection approach, is applied before 

prediction and three factors of zero correlation with the predictive class are eliminated. The 

proposed hybrid algorithm gave a higher accuracy than state-of-the-art classifiers. A 

combination of several prediction techniques results better than an individual model. Another 

study suggested a model for hepatitis diagnosis using ensemble learning techniques. This 
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hybrid method manifested improved prediction results achieved in less computation time. 

Esophageal variants occur most commonly due to the side effects of hepatitis. The 

esophageal prediction model is proposed in a research study, with six feature selection 

approaches. Information Gain, PCA, and correlation are used to select the most significant 

features. Three feature ranking approaches, namely Relief, information gain, and gain ratio, 

explore the most significant attributes. 

 

Figure 1.0 Machine Learning Algorithms based on Formulation. 

RESEARCH DESIGN AND METHODOLOGY  

The research design for the development to implement an intelligent heart disease prediction 

system for the Health Facilities using a web application and Machine learning  algorithm. 

The new modified Algorithm model will help to simplify the complexity of handling 

enormous amounts of data in terms of Dataset training and testing.  

The Improved Heart disease prediction system for Health analysis is made up of the 

evaluation of different types of machine learning algorithm for Prediction Analysis.   

Forecasting of expected prediction by evaluation of the variables or values .These datasets 

being used are already registered by the hospitals and healthcare centres to help non-

specialized research experts to find a solution for system inefficiency for healthcare 

problems. 

The architecture of the proposed system will now be used in the Flow process as follows Data 

Collection, Patient Database, Reading the Dataset attributes, Modify Naïve bayes Algorithm, 
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Algorithm analysis of the classification algorithms,  Training the Models, Testing the Model, 

Initializing the Models, classification report and identifying the accurate prediction. 

 

Figure 2.0 Architecture of the proposed heart disease prediction system 

 

 

 

 

Methods of Data Collection 

Data collection sources play a crucial role in the research process as they determine the 

quality and accuracy of the data collected. The Datasets for Training the Model of the system 

is mainly specified in some open source data, International Health Research Networks like  

https://cite-idsapp.online/control/datasets.csv 

Here is some major importance of data collection methods. 

i. Determines the quality and accuracy of collected data. 
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ii. Ensures that the data is relevant, valid, and reliable. 

iii. Helps reduce bias and increase the representativeness of the sample. 

iv. Essential for making informed decisions and accurate conclusions. 

v. Facilitates achievement of research objectives by providing accurate data. 

vi. Supports the validity and reliability of research findings. 

 

Figure 3.0 Diagram showing the Attributes of the Datasets  
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Figure 4.0 Python Environment showing the data frame of rows and columns 

 Modified Naïve Bayes : The New algorithm is developed to handle the Prediction Accuracy 

Most Effectively, This New Algorithm is an Improvement on the already existing Naïve 

Bayes Algorithm used for Machine Learning. So this original Naïve Bayes  model is 

Integrated with the Formula    

P(C\A) = P(A\C) P(C) 

            P (A)   

The classifier is especially affected by values not being represented in the training set. If the 

model comes across a categorical feature that isn’t present in the training set, the probability 

of 0 is assigned to that new category. This is very dangerous, as multiplying 0 with other 

features’ probabilities will result in 0. So we add a parameter to both numerator and 

denominator when calculating the class probabilities. We added a smoothing parameter of 

(+1) when calculating the class probabilities:  

P (C\A) = P(A\C) P(C) +1                      

       P (A) +1  
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The parameter ensures that the probability value is never zero. This will assign a very small 

probability estimate to such zero frequency occurrences, hence, regularize the Naive Bayes 

classifier.   

 

Figure 5.0 Flowchart of the modified naïve bayes Algorithm 

Here are some advantages of the modified Algorithm: 

 It doesn’t require larger amounts of training data. 

 It is straightforward to implement. 

 Convergence is quicker than other models, which are discriminative. 

 It is highly scalable with several data points and predictors. 

 It can handle both continuous and categorical data. 

 

RESULT 

The key to a fair comparison of machine learning algorithms is ensuring that each algorithm 

is evaluated in the same way on the same data. You can achieve this by forcing each 
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algorithm to be evaluated on a consistent test harness. So now the newly modified naive 

bayes algorithm will be compared along with 6 other existing algorithm models. 

In the Illustration below the 5 different algorithms are compared: 

 Logistic Regression 

 K-Nearest Neighbors 

 Naive Bayes 

 Support Vector Machines 

 Modified Naïve Bayes 

 

The problem is a standard binary classification dataset called the Pima Indians onset of 

diabetes problem. The problem has two classes and eight numeric input variables of varying 

scales. 

The 14-fold cross attributes procedure is used to evaluate each algorithm, importantly 

configured with the same random datasets to ensure that the same splits to the training data 

are performed and that each algorithm  is evaluated in precisely the same way. 

The main Algorithm which we developed is Given a short name MNB which means 

Modified Naïve Bayes, This Algorithm stands as a Modified Naïve Bayesian model.  

 models = [] 

 models.append(('MNB', NewGaussianNB())) 

 models.append(('NB', GaussianNB())) 

 models.append(('KNN', KNeighborsClassifier())) 

 models.append(('LR', LogisticRegression())) 

 models.append(('SVM', SVC())) 
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Figure 5.0 Box plot Comparing Mean Accuracy 

Each algorithm is given a short name, useful for understanding the Graphical Results and 

running the example provides a list of each algorithm short name, the mean accuracy and the 

standard deviation accuracy. The improved Naïve bayes Algorithm holds the highest mean 

accuracy of 0.861(86.1%) 

Modified Naïve Bayes classification report 

The modified Naïve Bayes algorithm is developed to handle the Prediction Accuracy Most 

effectively; This New Algorithm is an Improvement on the already existing Naïve bayes 

Algorithm used for Machine Learning. So this modified naïve bayes Algorithm Model is 

integrated into the Software. The classifier is especially affected by values not being 

represented in the training set. If the model comes across a categorical feature that isn’t present 

in the training set, the probability of 0 is assigned to that new category. This is very dangerous, 
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as multiplying 0 with other features’ probabilities will result in 0. So a constant of +1 is added 

to both numerator and denominator when calculating the class probabilities. So the new 

algorithm equation is initialized into the prediction system. The f1 score is 0.97, recall score is 

1.0, precision score is 0.95. The confusion matrix below shows 75 true cases of patients with 

heart disease and 119 false cases of patients with no heart disease. The area under the 

curve(AUC) is 0.96 and the accuracy of the modified naïve bayes model is 97%. 

 

Figure 6.0 Modified Naïve Bayes classification report. 
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Confusion Matrix         ROC Curve 

Figure 7.0 Confusion matrixes and ROC Curve for the Modified Naïve Bayes  

 CONCLUSION 

The machine learning system works as proposed and also worked based on the aim and 

objectives of the project. Loading of the datasets was done successfully and  analysis of the  

to handle their condition effectively. This study managed to provide a significant contribution 

in computing the strength scores with significant predictors in heart disease prediction. From 

the evaluation results, we obtained  important results and achieved  highest confidence score 

by utilizing the computed strength scores of significant predictors on Classification Models in 

predicting heart disease. 

The Improved Heart disease prediction system for Health analysis is made up of the 

evaluation of different types of machine learning algorithm for Prediction Analysis.   

Forecasting of expected prediction by evaluation of the variables or values .There are open 

source by the hospitals and healthcare centres to help non-specialized doctors to make correct 

decision about the heart disease risk level.. 

So there is need to process that data and instead of just storing that data it is needed to extract 

some meaningful information or knowledge from that data applying some classification 

techniques of machine learning as we know is very useful for the helping in prediction, basis 
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on the some parameters like chest pain, cholesterol, age, resting Bp and many more. Due to 

analysis of the different algorithms now this system clinical decision making accuracy will be 

improved as. It will also impact on the improving the treatment process. In such way it will 

be very useful in the prediction of the heart disease. 
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