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ABSTRACT 

This paper presents a brief background and architecture needed to recognize, formulate, and solve the multi-objective optimization prob-

lems by genetic algorithm, bacterial foraging algorithm and harmony algorithm. A comparison of these three algorithms for this class of 

problems is also included. Penalty function method for handling constrained problems is described. Finally, the conclusion is reported. 
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           1. Introduction  

The exact methods are usually the deterministic methods that search the search space exhaustively and identify the Pare-

to–optimal set. While the size of the solution space is growing, the problem becomes more complex. Thus, these methods become 

very much expensive and less applicable. So, the heuristic optimization methods are applied. Heuristic is a computational method 

that uses iterations to improve an optimal solution of any problem. This method makes very less assumptions about the problem 

being optimized and can search very large spaces of candidate solutions. Many heuristics implement some form of stochastic opti-

mization. Due to this reason, these methods are also called as combinatorial methods. On the other hand, Meta-heuristics can be 

considered as a generic technique which can be used to solve problems of different domains. Heuristics are often problem specific, 

but meta-heuristics are quite generic and hence more powerful. Examples of meta–heuristics include genetic algorithm (GA), neural 

network (NN), tabu search (TS), simulated annealing (SA), ant colony optimization (ACO), particle swarm optimization (PSO), Bacteri-

al foraging algorithm (BFA), harmony search (HS),  etc. [24, 36].  

Many real world problems have several criteria with a group of constraints to be optimized. The resulted solutions are called non-

dominated, efficient, or Pareto- optimal solutions. Artificial intelligent optimization algorithms have been one of the most popular 

methods to find multiple trade-off solutions in single simulation. But when decision making is emphasized, the goal of solving a mul-

ti-objective optimization problem is referred to supporting a decision maker in finding the most preferred Pareto optimal solution 

according to his/her subjective preferences. So, the interactive methods use the preference information progressively during the 

optimization process. The main aspect in these approaches is that the decision maker provides some information during the optimi-

zation process from time to time. Such information is the direction of search, weight vector, reference points, and other factors. 

Since the decision maker is familiar to the optimization process, these techniques become popular in practice. Generally in an inter-

active method, the decision maker works together with analyst or an interactive computer program [19, 28, 29].  

The methods for solving the multi- objective optimization problems can be classified according to information mode as follows: 

a) Methods with a priori information: 

Decision maker provides global preference information (weights, utility, goal values . . .). Analyst solves a single objective problem. 

b) Methods with progressive information—interactive methods: 

Decision maker provides local preference information. Analyst solves local problems and provides current solutions. 

c) Methods with a posteriori information: 

Analyst provides a non-dominated set. Decision maker provides global preference information on the non-dominated set. Analyst 

solves a single objective problem. 

There are proposed many methods from these categories. Most of the methods are based on trade-offs *43+. 

There are some earlier works that are related to this research. For example, Jian and Pratyush [26] designed goal programming 

model for capturing the decision maker’s preference information. This model supports the search for the best compromise solutions 

in multi-objective optimization. The interactive step trade-off method is employed to generate a typical subset of efficient solutions 

of a multi- objective problem. It identifies and eliminates the possible inconsistent information which may exit in the preferences of 

decision maker. Also, it provides various ways to carry out post-optimality analysis for testing the robustness of the obtained best 

compromise solutions. Another approach worth noting is that of Hong, Zhigang and Ming [9+. They constructed the designer’s pref-
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erence structure model using artificial neural networks with the model parameter vectors as the input and the preference infor-

mation. The desired output articulates by the designer over representative samples from the Pareto frontier. Then, the optimization 

problem is solved to search for improved solutions. This model is very effective in capturing different kinds of preference structures 

of the designer, and it can obtain the Pareto solution that satisfies the designer’s preference. In addition, John and Prospero [27] 

suggested an approach to neural network training through the simultaneous optimization of architectures and weights with a Parti-

cle Swarm Optimization-based multi-objective algorithm. It dynamically generates a set of near-optimal feed-forward neural net-

works with their corresponding connection weights. This approach provided an effective means for training neural networks that is 

competitive with other evolutionary computation-based methods. But in the research of Javier, Miguel and Xavier [25], the user’s 

information about his/ her preferences is taken into account within the search process. The preference functions convert these ob-

jective preferences into numbers. Problems found due to the multimodality nature of a generated single cost index are managed 

with genetic algorithm. It presented with examples showing its application in engineering design problems. Furthermore, Roberto, 

Fellow, IEEE, and Andrea [46] presented a preference-based evolutionary multi-objective optimization algorithm characterized by its 

ability to learn an arbitrary utility function from a decision maker who expresses preferences between couples of selected solutions. 

They point out that this work has ability to function without any a priori assumptions on the shape of the decision maker’s utility 

function. It is a robust work as it can potentially withstand incomplete, imprecise, and even contradictory feedback by the decision 

maker. The alternation of evolutionary optimization and decision maker ranking can be organized according to a flexible schedule, 

depending on the willingness by the decision maker to interact more times during the solution process and by intrinsic characteris-

tics of the problem to be solved and the complexity of the user preferences. The presented experimental results demonstrate the 

feasibility and effectiveness of the proposed algorithm on a variety of benchmark tasks, with both linear and non-linear user prefer-

ences. Ganesan, Shanmuga, and Kerana [8] developed a scientific methodology in determinant variable weights of multi-objectives. 

The roles of weights in a creative multi-objective decision-making or machine-learning of square measure analyzed, and therefore 

the weights square measure determined with the help of a standard neural network. Finally, Alia [1] introduced an adaptive interac-

tive approach based on decision neural network. The neural network is used to capture and represent the decision maker’s prefer-

ence as the input to search for the desirable solution. Then by applying genetic algorithm, the most desirable solution is provided. 

The results show that the combination of neural network model with genetic algorithm gives a clear improvement in solving the in-

teractive multi- objective optimization problems.  

The primary aim of this search is to provide a general overview of the genetic algorithm, bacterial foraging optimization and 

harmony search that are implemented for optimization problems in the research using MATLAB software.  

 The rest of the paper is consisted of seven sections. These sections present a general description of GA, BFA and HS optimi-

zation model, and their adaptation to the problem. Also, a comparison of them is introduced that followed by penalty function 

method.  Conclusions are finished the paper. 

           2. Genetic Algorithm      

             A genetic algorithm is a heuristic search that mimics the process of natural evolution concept coming from Darwin’s theory of evolu-
tion. GA is started with a set of solutions (chromosomes) called population. 
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The solutions from one population are taken and used to form a new population. This is motivated by a hope; that the new 
population will be better than the old one. The selected solutions to form new solution (offspring) are choosen based on their 
fitness. This process is repeated until some condition (such as maximum number of generations or improvement of the best 
solution) is satisfied.  
GA enables to solve unconstrained, bound-constrained, and general optimization problems, and it does not require the functions to 
be differentiable or continuous *16+. 
There are five phases namely initial population, fitness function, selection, crossover, and mutation. Where, selection, crossover, and 
mutation are called reproduction operators. The flow chart of GA is presented in the following figure.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (1): Gene stairs 
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2.1  Initial population: 

        It begins with randomly generated population of n chromosomes (that are satisfactory to the problem). There are two major 

ways to represent a chromosome: 

 Binary representation:  

As shown in the following figure, each decision variable is represented in more than one gene.  

 
 

 

 

 

This means that: X1 =1, X2 = 6, and X3 = 5.  

 Floating point representation: 

In this way, each decision variable is represented in only one gene as shown in the following figure. 

 

    

 

 

This means that: X1 =1, X2 = 5, X3 = 4, … … ...,  Xn =2.  

There are two primary methods to initialize a population in a GA. They are:  

-  Random Initialization: Populate the initial population with completely random solutions.  

-  Heuristic initialization: Populate the initial population using a known heuristic for the problem. 

Where, the GA terminologies are as follows: 

- Population; that is a collection of individuals.  

- Individuals; (genotypes, structures, phenotype) in a population quite often these individuals are called strings or chromosomes. 

- Chromosome; a chromosome representation is needed to describe each individual in the population of interest for any GA. It is a 

collection of primitive features called genes. Genes are features, characters, or decoders [6, 15, 17, 18].  

- Gene; it is a single feature within a chromosome. It may take on any of several values called alleles.  

- Allele; it is a particular value that may be taken on by a gene. In general, different genes will have different alleles. String is made 

up of series of characters "genes". 

- Genotype; it is the explicit genetic structure of a chromosome. 

- Phenotype; this is a physical expression of the genotype "chromosome". 

 

  Decision variable X1 X2 X3 

Genotype 0 0 1 1 1 0 1 0 1 

phenotype 1 6 5 

Fig. (3): Binary representation.  

Fig. (4): Floating point representation.  

X1 X2 X3 … … … … … ... Xn 

1 5 4 … … … … … ... 2 

 

169

http://www.ijser.org/


GSJ: VOLUME 6, ISSUE 9, SEPTEMBER 2018                                                                                                                                                                                                      

 

 

IJOART © 2018 

http://www.IJoART.org 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

- Decoding and Encoding; Decoding is a process of transforming a solution from the genotype to the phenotype space, while en-

coding is a process of transforming from the phenotype to genotype space. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (5): Diagram of a population, chromosome, gene, and allele. 
 

 

Fig. (6): Decoding and encoding processing. 
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2.2  Fitness function: 

        The fitness function produces the next generation of population. It is a measure of how will adapt the specific individual. A good 

fitness function should return better chromosomes. The fitness function gives a score to each chromosome. The probability of being 

chosen for reproduction is based on decision maker’s fitness score. A fitness function value quantifies the optimality of a solution. 

The value is used to rank a particular solution against all the other solutions. 

2.3  Selection:  

        Two pairs are selected at random to reproduce. They are selected based on their fitness function score. Fitness may be 

determined by an objective function or by a subjective judgment. The primary objective of the selection operator is to emphasize the 

good solutions and eliminate the bad solutions in a population while keeping the population size constant. 

There are different techniques to implement selection in genetic algorithms: 

 Tournament selection; in which a group of parents is selected and a tournament is held to decide which of the individuals 

will be the parent.  

 

 

 

 

 

 

 

 

 

 

 

       Tournament Selection is also extremely popular in literature as it can even work with negative fitness values. 

 Roulette wheel selection; that chooses parents by simulating a roulette wheel, where each individual is given a chance to 

become a parent in proportion to its fitness evaluation. 

The following steps can be used to implement the roulette wheel selection: 

1- Calculate Sum = the sum of a finesses.  

2- Generate a random number between 0 and Sum.  

3- Starting from the top of the population, keep adding the finesses to the partial sum (PS), till PS < Sum.  

4- The individual for which (PS) exceeds (Sum) is the chosen individual.  

 

Fig. (7): A graphical representation of tournament selection. 
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 Proportionate selection; that makes the scaled value of an individual proportional to its raw fitness score. It is to be noted 

that fitness proportionate selection methods don’t work for cases where the fitness can take a negative value. 

 Uniform selection; that chooses parents using the expectations and number of parents. Uniform selection is useful for de-

bugging and testing, but is not a very effective search strategy. 

 Fitness ranking selection; where individuals are sorted in order of raw fitness and given ranks. Good ranked individuals are 

chosen as parents. Rank Selection also works with negative fitness values and it is mostly used when the individuals in the 

population have very close fitness values (this happens usually at the end of the run). 

The higher ranked individuals are preferred more than the lower ranked ones. 

 

 

 

 

 

 

 

 

 

 

 
Fig. (8): A graphical representation of roulette wheel selection. 

 

Fig. (9): A graphical representation ranking selection. 
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 Remainder selection; that assigns parents deterministically from the integer part of each individual's scaled value and 

then uses roulette selection on the remaining fractional part. For example, if the scaled value of an individual is 2.3, that in-

dividual is listed twice as a parent because the integer part is 2. After parents have been assigned according to the integer 

parts of the scaled values, the rest of the parents are chosen stochastically. The probability that a parent is chosen in this 

step is proportional to the fractional part of its scaled value [14, 38, 44, 47]. 

2.4 Crossover: 

        With a crossover probability, offspring are created by exchanges between the parents at the crossover point. Crossover has the 

greatest effect in improving the solution step- by- step. But, it may fall in local optimum solution. Some crossover methods can be 

useful or even necessary; which can be written down as follows: 

 One-point crossover is a simple and often-used method for GAs which operates on binary strings as shown in the following 

figure. 

 

 

 

 

 

 

 N-point crossover: Instead of only one, N breaking points are chosen randomly. Every second section is swapped. Among 

this class, two-point crossover is particularly important. 

 

 

 

 

 

 

 

 Segmented crossover: Similar to N-point crossover with the difference that the number of breaking points can vary. 

 Uniform crossover: For each position, it is decided randomly if the positions are swapped. 

 

 

 

Fig. (10): A graphical representation of one- point crossover. 

Fig. (11): A graphical representation of multi- point crossover. 
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 Shuffle crossover: First a randomly chosen permutation is applied to the two parents, then N-point crossover is applied to 

the shuffled parents, finally, the shuffled children are transformed back with the inverse permutation. 

 Intermediate crossover: it creates children by taking a weighted average of the parents. 

2.5   Mutation:  

          With a mutation probability mutate new offspring at each position in chromosome. Similar to the case of crossover, the choice 

of the appropriate mutation technique depends on the coding and the problem itself. Mutation has the greatest effect in treating 

locality of crossover. It gets random solution that may lead GA to the global optimum.  

 

 

 

 

 

 

A few alternatives can be summarized as follows:  

 Inversion of single bits: With probability pM, one randomly chosen bit is negated. 

 Bitwise inversion: The whole string is inverted bit by bit with prob. pM. 

 

 

 

 

 
 
 
 

 Random selection: With probability pM, the string is replaced by a randomly chosen one [17, 37, 48]. 

 Gaussian mutation: It adds a random number taken from a Gaussian distribution with mean 0 to each entry of the parent 

vector. 

Fig. (12): A graphical representation of uniform crossover. 

 

Fig. (13): A graphical representation of a mutation.  

 

Fig. (14): A graphical representation of inversion mutation.  
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 Uniform mutation: It is a two-step process. First, the algorithm selects a fraction of the vector entries of an individual for 

mutation, where each entry has a probability rate of being mutated. In the second step, the algorithm replaces each select-

ed entry by a random number selected uniformly from the range for that entry. 

2.6   Genetic algorithm parameters: 

The performance of the algorithm is influenced by different parameters like population size that represents number of indi-

viduals in each generation, crossover probability which is probability of creating new individuals via selected crossover type of se-

lected individuals, number of generations represents the number of iterations of whole algorithm, mutation probability which is 

probability of creating new individuals via mutation based on selected individual and stopping criteria which may be specified by the 

user it may be number of generations or if a satisfactory solution found. Also, reproduction operators are Selection, Crossover, and 

Mutation. Selection means that two chromosome be selected from the population and crossover or mutation is applied *11, 47+. 

2.7 Stopping criteria options: 

       Stopping criteria determine what causes the algorithm to terminate. It can be specify the following options:  

Generations: Specifies the maximum number of iterations the genetic algorithm will perform.  

Time limit: Specifies the maximum time in seconds the genetic algorithm runs before stopping.  

Fitness limit: The algorithm stops if the best fitness value is less than or equal to the value of Fitness limit.  

Stall generations: The algorithm stops if there is no improvement in the best fitness value for the number of generations specified by 

Stall generations.  

Stall time: The algorithm stops if there is no improvement in the best fitness value for an interval of time in seconds specified by Stall 

time. 

The different phases of GA are visualized *11+ in the following figure. 

  

 

 
 
 
 

 

 

 

 

 
 
 
 
 
 
 
 
 

Fig. (15): A numerical example corresponds to the genetic phases.  
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2.8 Genetic algorithm in optimization problem: 

       Genetic algorithm is applied to optimize any problem according to the following steps: 

1) The search space of all possible solutions is mapped onto a set of finite strings. 

2) A set of solutions is selected (usually at random) and this constitutes the initial population. 

3) Decoding process transforms from chromosome into decision variable. 

4) Fitness is computed for each the individuals.  

5) Encoding of solutions is as a vector string. 

6) A set of individuals is selected to reproduce itself; the selection takes place in a random way.  

7) From the selected set, applying different genetic operators generates some children. Genetic algorithm usually uses penalty 
function approach for constraint optimization problems to handle constraint (s). Where, it reduces the fitness of infeasible 
solutions, preferably so that the fitness is reduced in proportion with the number of constraints violated or the distance 
from the utopia point. 

8) Some of the old individuals are eliminated from the population to allow the entrance of the new ones. 

9) The new individuals are computed and they are included in the population. This step marks the end of a generation. 

 
 

           3. Bacterial Foraging Algorithm 

 

Bacterial foraging algorithm (BFA) was originally proposed by Kevin M. Passino in 2000. It mimics the foraging behavior of 

Escherichia coli bacteria that live in human intestine *13, 24+. BF simulated the life cycles and the foraging behaviors of bacterial to 

solve the optimization problems *21, 32+.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (16): Escherichia coli (E. coli) bacterium. 
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Bacteria perceive the direction to food based on the gradients of chemicals in their environment. Similarly, bacteria secrete 

attracting and repelling chemicals into the environment and can perceive each other in a similar way.  

Using locomotion mechanisms (such as flagella) bacteria can move around in their environment, sometimes moving chaotically 

(tumbling and spinning), and other times moving in a directed manner that may be referred to as swimming. Bacterial cells are treat-

ed like agents in an environment, using their perception of food and other cells as motivation to move, and stochastic tumbling and 

swimming like movement to re locate. Depending on the cell-cell interactions, cells may swarm a food source, and/or may aggres-

sively repel or ignore each other. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

The information processing strategy of the algorithm is to allow cells to stochastically and collectively swarm toward optima. This is 

achieved through a series of three processes on a population of simulated cells: chemotaxis, reproduction, and elimination-dispersal 

[5, 24].  

The main steps of BFA are outlined below.  

3.1  Chemotaxis:  

          This process simulates the movement of an E. coli cell through swimming and tumbling via flagella as seen in Fig. (18), and Fig. 

(19). Biologically an Escherichia coli (E. coli) bacterium can move in two different ways *12+. 

i) A unit walk with random direction represents a Tumble. 

ii) A unit walk with the same direction in the last step indicates a Run.  

 

Fig. (17): Shapes of some bacteria. 
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After one step move, the position of the i th bacterium can be represented as:  

Ɵi (j+1, r, ℓ) = Ɵi (j, r, ℓ) + C(i)                                                                                                                  (1)              

Where, Ɵi (j, r, ℓ) indicates the position of the i th bacterium at the j th chemotactic step in the r th reproductive loop of the ℓ th 

elimination and dispersion event; C(i) is the length of a unit walk, which is set to be a constant;       is the direction angle of the j th 

step. When its activity is Run,      is the same with       ; Otherwise,      is a random angle generated within a range of   

[    ]  With the activity of Run or Tumble taken at each step of the chemotactic process, a step fitness, denoted as Ji(j, r, ℓ) will be 

evaluated. 

 

 Fig. (18): Swimming, tumbling and chemotactic behavior of E. coli. 

Fig. (19): Tumble and Run. 

 

178

http://www.ijser.org/


GSJ: VOLUME 6, ISSUE 9, SEPTEMBER 2018                                                                                                                                                                                                      

 

 

IJOART © 2018 

http://www.IJoART.org 

 

3.2   Reproduction: 

          The total fitness of each bacterium is calculated as the sum of the step fitness during its life, i.e ∑    
    Ji(j, r, ℓ) which is ob-

tained after all chemotactic steps, where Nc is the maximum step in a chemotactic process. All bacteria are sorted in reverse order 

according to their fitness.  

The least healthy bacteria die, but each of the healthier bacteria (i.e., those yielding the lower value of the objective function) asexu-

ally split into two bacteria, which are placed in the same location. This makes the population of bacteria constant in each chemotac-

tic process *10, 12, 45, 49+. 

3.3   Elimination-dispersal:  

          The dispersion event happens after a certain number of reproduction processes. In the local environment, the life of a popula-

tion of bacteria changes either gradually by consumption of nutrients by consumption of nutrients or suddenly due to some other 

influence. Events can occur such that all the bacteria in a region are killed or a group is dispersed into a new part of the environment. 

To simulate this phenomenon in bacterial foraging optimization (BFO), some bacteria are liquidated at random with a very small 

probability (ped) while the new replacements are randomly initialized over the search space *2, 45, 49+. 

3.4   Guidelines for bacterial foraging algorithm parameter choices: 

          These guidelines for BFO algorithm parameter as mentioned in *3, 21, 32, 33+ are: 

1) Size of population ‘S’: Increasing the size of S can significantly increase the computational complexity of the algorithm. But, 

it is more likely at least some bacteria near an optimum point should be started and over time. It is then more likely that many 

bacteria will be in that region, due to either chemotaxis or reproduction. 

2) Length of chemotactic step ‘C(i)’: The step size of each generation in BFO is the main determining factor for accuracy as 

well as convergence of global best optima. BFO with fixed step size suffers from the following problems:  If the C(i) values are 

too large, then it may simply miss possible local minima by swimming through them without stopping. On the other hand, if the 

C(i) values are too small, convergence can be slow, but if the search finds a local minimum it will typically not deviate too far 

from it. C(i) can be treated as a type of “step size” for the optimization algorithm. 

3) Chemotactic step ‘ Nc ’: If the size of Nc is chosen to be too short, the algorithm will generally rely more on luck and repro-

duction, and in some cases, it could more easily get trapped in a local minimum (premature convergence).  

4) Limit the length of a swim or maximum number of steps, ‘ Ns ’:  It creates a bias in the random walk (which would not oc-

cur if Ns = 0), with large values tending to bias the walk more in the direction of climbing down the hill. 

5) Reproduction number ‘ Nre ’: If Nre is too small, the algorithm may converge prematurely. Larger values of Nre clearly in-

crease computational complexity. 

6) Elimination and dispersal number ‘ Ned ’: A low value for Ned dictates that the algorithm will not rely on random elimina-

tion-dispersal events to try to find favorable regions. A high value increases computational complexity but allows the bacteria 

to look in more regions to find good nutrient concentrations. If it is chosen appropriately, it can help the algorithm jump out of 

local optima and into a global optimum. 
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Fig. (20) shows the flowchart of Bacteria Foraging Optimization Algorithm. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.5 Advantages of BFO algorithm:  

- It does not require penalty function for handling constrained problems. 
- It searches a population of points in parallel, not just a single point. 
- BFO is designed to tackle non gradient optimization problems and to handle complex and non-differentiable objective func-

tions [4]. 
- BFO has been successfully applied on various applications like option model calibration, image processing, RFID network 

scheduling, and many other applications. 

Although these advantages of BFO algorithm, very few researchers have tried to improve the quality of optimal solution 

over multimodal and high dimensional functions using BFO. Researchers have tried to improve quality of solution by fusion of BFO 

with particle swarm optimization (PSO) and genetic algorithm (GA). Experimental results show that BFO gives poor performance for 

multimodal and high dimensional functions as compared to other optimization techniques like GA and PSO [32]. 
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Fig. (20): Flowchart of bacteria foraging optimization algorithm. 
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           4. Harmony Search                  

This section presents a brief overview of the HS. Harmony Search (HS) was first developed by Zong Woo Geem et al. in 2001, 

though it is a relatively new metaheuristic algorithm, its effectiveness and advantages have been demonstrated in various applica-

tions. This section presents the harmony search (HS) algorithm for solving optimization problems.  It is inspired by the natural musi-

cal performance process that occurs when a musician searches for a better state of harmony. When a musician is improvising, he or 

she has three possible choices *22, 42+: 

 (1) Playing any one famous pitch of music from his (or her) memory, (2) Playing an adjacent pitch of one pitch from his (or her) 

memory, and/or (3) Compose new or random notes. 

 

 

 

 

 

 

 

 

 

 

 

  

 

  

Similarly, when each decision variable chooses one value in the HS algorithm, it follows any one of three rules: 

 (1) Choosing any one value from HS memory (defined as memory considerations),  

(2) Choosing an adjacent value of one value from the HS memory (defined as pitch adjustments), and  

(3) Choosing totally random value from the possible value range (defined as randomization).  

Just like musical harmony is improved time after time, solution vector is improved iteration by iteration. Although HS searches the 

optimal solution by considering multiple solution vectors as in GA, its reproduction process is different from GA. While GA generates 

a new offspring from two parents in the population, HS generates it from all of the existing vectors stored in HM. 

4.1 The steps of harmony search: 

In general, HS is performed based on the following five steps as described in *31, 39, 41, 42+. 

Step1. Initialize the problem and algorithm parameters. 

Step2. Initialize the harmony memory (HM). 

Step3. Improvise a new harmony from the HM. 

Step4. Update the HM. 

Step5. Repeat Steps 3 and 4 until the termination criterion is satisfied. 

More explanation of these steps is in the following manner. 

Fig. (21): Analogy between music improvisation and problem optimization. 

{Do, La, Fa} {Si, Sol, Re} 

 
{Re, Do, Mi} 
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Step1. Initialize the problem and algorithm parameters: 

These parameters are: 

1. Harmony: It is the same as gene in the genetic algorithm. It is the set of the values of all the variables of the objective function 
*7+.  

2. The harmony memory size (HMS), or the number of solution vectors in the harmony memory; 

3. Harmony memory considering rate (HMCR); 

4. Pitch adjusting rate (PAR); and  

5. The number of improvisations (NI), or stopping criterion. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Step2. Initialize the harmony memory (HM): 

Harmony search as mentioned previously is mimicking the improvisation process of musicians with an intelligent way as seen in the 
following figure.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (22): New harmony improvisation concept. 
 

 

 Fig. (23): Structure of harmony memory. 
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The harmony memory (HM) is a matrix of solutions with a size of HMS; where each harmony memory vector represents one solution 

as can be seen in Fig. (24). In this step, the solutions are randomly constructed and rearranged in a reversed order to HM, based on 

their objective function values. The initialized HM can be described as follows:  

                            

 

 

                                                                                                   

 

 

 

 

 
 
 
 

Step3. Improvise a new harmony from the HM: 

In the memory consideration, the value of the first decision variable (𝑥 
 ) for the new vector is chosen from any one of the values in 

the specified HM’s range (𝑥 
   -  𝑥 

    ). Values of the other decision variables  𝑥   
  𝑥 

  …  𝑥 
   are chosen in the same manner. The 

HMCR, which varies between 0 and 1, is the rate of choosing one value from the historical values stored in the HM, while (1- HMCR) 

is the rate of randomly selecting one value from the possible range of values. 

 

                                                                                                           

 
Every component obtained by the memory consideration is examined to determine whether it should be pitch-adjusted.  
 

                                                                                                          

The value of (1- PAR) sets the rate of doing nothing. If the pitch adjustment decision for 𝑥 
  is YES, 𝑥 

  is replaced as:  

𝑥 
                  𝑥 

  ± r. bw,                                                                                                               (4) 

Where: 

bw is an arbitrary distance bandwidth, and 

r is a random number between 0 and 1. 

If HMCR is too low, only few elite harmonies will be selected. As a result, HS will converge slowly. Of course an HMCR value of 1.0 is 

not recommended because the exploration of the entire feasible range will be obstructed and optimization will fail. Typical values of 

HMCR are always greater than 70%.  

Pitch adjustment is similar to mutation procedure in GA. Although PAR usually takes small values (≈5%), recent literature regards PAR 

as a very important factor, responsible for the convergence. Moreover, recent studies suggest dynamic change of PAR and bw during 

the performance of the Algorithm. Pitch Adjusting is the local search mechanism which controls the ability for fine-tuning. Because of 

the importance of PAR, some scientists think of increasing its percentage even up to 50%.  
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Fig. (24): The HM matrix is filled with as many randomly   
              generated solution vectors as the HMS. 

Pitch adjusting 

decision for 𝑥 
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        No       with probability (1- PAR). 
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Step4. Update the HM:  

If the new harmony vector, 𝑥 
 =  𝑥   

  𝑥 
  …  𝑥 

   is better than the worst harmony in the HM, judged in terms of objective       
function value:  

    1.  The new harmony is included in the HM (similar with parents in GA for the creation of new, even better harmonies) and, 

    2.  The existing worst harmony is excluded from the HM *7, 34, 39+.  

Step5. Repeat Steps 3 and 4 until the termination criterion is satisfied: 

1. If the stopping criterion (maximum number of improvisations) is satisfied, computation is terminated. 

2.    Otherwise, Steps 3 and 4 are repeated. 

The optimization steps of HS are sketched basically as shown in Fig. (25).  

Both memory considering and pitch adjusting ensure that the good local solutions are retained while the randomization and harmo-

ny memory considering will explore the global search space effectively; i.e., the HMCR and PAR parameters help the algorithm to find 

globally and locally improved solutions, respectively *3, 22, 39+.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

        
 

Fig. (25): Basic flowchart diagram for harmony search algorithm. 
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4.2 Advantages of harmony search: 

       This algorithm presents several advantages with respect to traditional optimization techniques such as the following: 

a) HS algorithm imposes fewer mathematical requirements and it does not require penalty function for handling constrained 
problems. So, it is conceptually simple and relatively easy to implement. 

b) As the HS algorithm uses stochastic random searches, derivative information is also unnecessary.  

c) The HS algorithm generates a new vector, after considering all of the existing vectors. 

d) HS algorithm is highly effective in different situations; where many initial vectors interact to produce a large number of 
possible solutions.  

However, the effectiveness of the algorithms is analyzed in terms of computational time and solution quality; these features increase 

the flexibility of the HS algorithm and produce better solutions *31, 35, 39, 42+.  

           5. A comparison of GA, BFO, and HS 

                There are algorithmic analogies of genetic, bacterial, and harmony for multi-objective optimization problems.  

(1) The initial population and parameters: 

GA generates initial population range for all design variables with random values at once. But, BFA and HS generate initial       

design variable with random values for each variable. Basically, the selection process of parameter's values for GA is more     

difficult than BFO and HS. 

(2) The fitness of population: 

In this phase, suitability of each solution from the initial set is determined by the problem's function. This function is called 

fitness function. There are analogies between the fitness functions for GA, HS and the nutrient concentration function for 

BFO. Each of them is a type of "landscape". The fitness functions (for GA and HS) and the nutrient concentration function 

are not the same (the first represents likelihood of survival for given phenotypic characteristics, the second, represents best 

harmony, whereas the last represents nutrient/ noxious substance concentrations or for other foraging predator/ prey 

characteristics). 

GA uses the penalty function for handling constrained problem. Also, HS may be used this function to transform the con-

strained optimization problem into unconstrained problem. But, BFO does not need to it.  

In this study, the weights of objectives are equals; for all multi-objective optimization problems; to transform into single ob-

jective optimization problem. 

(3) Operation: 

For genetic operation, the goal is the generation of new population from the existing population with the examination of 

fitness values of chromosomes and application of genetic operators. The genetic operators provide the basic search mecha-

nism of the GA, which are: selection, crossover, and mutation. These operators are called reproduction of genetic 

algorithm.  

But in bacterial operation, the bacterial behavior of E. coli can be explained by three processes namely, chemotaxis, repro-

duction, and elimination and dispersal. 

The harmony operation is basically depended on the harmony memory and its parameters. The reproduction of harmony 

algorithm consists of two operators: improvise a new harmony from the HM, and updating the HM. 

It is clear that the selection of children in genetic, reproduction of bacteria, and reproduction of harmonics gain a selective 

advantage for reproduction in the most favorable environments. Crossover and bacterial splitting (the children are the 

same concentration, whereas with crossover they generally end up in a region around their parents on the fitness land-

scape). Crossover represents mating and resulting differences in offspring. Something cause in the bacterial algorithm, the 

least healthy bacteria die and the other healthiest bacteria split in two bacteria; which are placed at the same location. 

Moreover, mutation represents mutation gene and the resulting phenotypical changes, not physical dispersal of an 
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environment. Pitch adjustment rate in HS is similar to mutation probability in GA. But, mutation in GA, and elimination and 

dispersal in BFA are not equivalent. Where, each algorithm has its own distinguishing features.              

(4) Stopping criteria:  

        If the termination condition is satisfied, the algorithm ends, otherwise it returns to the suitable step. 

(5) The resulted solution: 

Through observing the processes of GA, BFA, and HS, it is noticed for a single function optimization problem that: Genetic 

and bacterial emphasize the local search ability, but the harmony performs high searching ability on global search.  

In addition, the solution set in BFA is a single bacterium, and it basically finds optimal solution on its own. On the contrary, 

the solution set in GA is a chromosome, which carries the solution as gene, but it searches the optimal solutions by ex-

changing the information with others. HS depends on a matrix of solutions with a size of harmony memory, where each 

harmony memory vector represents one solution. The role of harmony in HS algorithm is the same as gene in the genetic 

algorithm [21, 33].  

           
6. Penalty function method  

             Penalty function method is used for handling constrained problems in this research.  

There are two types of methods:  

 Interior penalty methods, also known as barrier methods 

 Exterior penalty methods 

We will reformulate F(x) such that the constraints are part of the objective function. We also want to insure that the two essential 
conditions of Lagrange's method hold: 

1. If an optimal solution exists that requires the constraint to be tight, then any perturbation away from constraint activity 
should be heavily penalized. 

2. If an optimal solution dictates the constraint be loose at optimality, the problem should behave as though it were uncon-
strained by that constraint.          

The reformulated objective function: 

Minimize:  𝐏 𝐱̅ 𝐬 𝐫 = 

F(x) + s ∑k=1
p
 (rk ɸ(gk(𝐱̅)) + ( ∑i=1

m
 ti Ψ(hi(𝐱̅))                                                                                             (5) 

Where: 

F(x) is the original objective function, 

s = Penalty parameter,  

ti = Scale factor for equality constraints, 

rk = Monotonically increasing or decreasing inequality scale factor, 

ɸ(gk(𝐱̅)): Penalty function involving each original inequality constraint, 

Ψ(hi(𝐱̅)): Penalty function involving each original equality constraint. 

 This is a generalized equation that represents both interior and exterior methods. The nature of s, r and ɸ in the general formulation 
depends on whether one wishes to begin with a feasible solution and iterate toward optimality, or start with an infeasible solution 
and proceed toward both optimality and feasibility. 

The equality scale factor, ti, is the penalty for violation of an equality constraint. In the infinite barrier method, ti would be set to in-
finity, approximated numerically by some large number such as 10

20
. This method does not work well with inequality constraints.  
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These are some important notes: 

1) Exterior penalty methods start at optimal but infeasible points and iterate to feasibility as r                 inf. 

2) Interior penalty methods start at feasible but sub-optimal points and iterate to optimality as r                  0. 

3) The methods are iterative Sequential Unconstrained Minimization Techniques. 

4) We start with r reasonable because it makes the problem better conditioned (less sensitive to numerical round off, etc.) and hence 
easier to solve. 

5) Exterior methods are generally more robust *20, 23, 40+. 

           7. Conclusion 

This paper presented an overview of the genetic algorithm, bacterial foraging optimization, and harmony search with a goal 

of providing useful fundamental concepts, analysis, and a comparison of them. The main goal of HS algorithm is to avoid the disad-

vantages of iterative improvement and a local optima problem for GA and BA. 
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