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Abstract 

Virus attack is a serious threat in smartphone network environment and is still multiplying as time 
continues to pass. There are many virus applications in smartphone and users may not be aware of most 
of these virus intrusions. Thus, controlling these virus attacks in smartphone become necessary, hence we 
proposed an SVEIQRS model for the control of the virus attack in smartphones through vaccination and 
quarantine of infected smartphones prior to treatment. The model has a globally asymptotically stable 
virus free equilibrium when 𝑅𝑅0 < 1 and a unique endemic equilibrium when 𝑅𝑅0 > 1. The numerical 
analysis of the different properties was conducted in MATLAB and the result showed that in other to 
suppress the propagation of smartphone virus attack in the network, vaccination rate should be increased. 
 
Keywords: Smartphone virus, Susceptible Smartphone, epidemic model, mobile device, vaccination, 
Quarantine. 
 
Introduction 
 
Smartphone is mobile device with integrated features of cellular and computing capabilities. It uses 
mobile operating systems with touch screen keyboard and can access the internet [1]. Thousands of 
applications (apps) can be installed on smartphone platforms which users can conveniently use to transfer 
funds, transact businesses, conduct training, communicate verbally especially with conference call, etc. 
The proliferation of mobile application has enhanced transactions across the globe [2]. Developers had 
eased the installation of these applications, thereby raising the security concerns [3].  Viveros [4] said that 
the enhancement of computational and communication capabilities of smartphones attracts viruses to 
these smartphones. Virus are malicious or destructive codes that lack the capability of self-reproduction 
and self-propagation in a network [5]. 
 
Most of the mobile environment for malicious codes are bundled in application software's and have a high 
risk to learn or steal personal information data [6]. Moreover, the current smartphones and other mobile 
devices both have a large number of vulnerabilities, which makes the virus outbreaks become a great 
potential threat. There are two methods used by intruders to steal data from smartphone and it includes 
trojan infected apps and malicious apps [7]. The former is where the cyber criminals downloads an app 
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from mobile store and then re-upload it again into the app site with injected malicious malware[8]. Where 
as in the later, the cyber criminals create malicious app under the disguise of popular mobile app and 
upload them to the mobile store [9]. Virus causes unwanted behavior and degradation of the smartphone 
performance. The performance issues include frozen apps, failure to reboot, and difficulty in connecting 
to network. They can eat up battery or processing power, hijack the browser, send unauthorized SMS 
messages and freeze or brick the device entirely [10]. 
These has resulted in the rapid growth of malware which ranges from pop up advertisements to inimical 
encroachment of individuals[11], businesses. and governments systems [12]. Malware attacks 
smartphones by compromising personal information, deleting data or draining the battery[13]. Malicious 
software uses expensive features to steal phone services [5]. Smartphones can become infected either 
through downloading infected files using the phone internet browser, transferring files between phones 
using the Bluetooth interface, synchronizing with an infected computer, accessing an infected physical 
memory card, or opening infected files attached to Multimedia Message Service (MMS) messages[6]. 
Security issues of smartphones have become greatly of important since the large population of 
smartphone users and wide coverage of mobile communication network [14] create a breeding ground for 
the propagation of smartphone virus. The propagation of smartphone virus may be more potentially 
destructive than the computer virus[15]. In this regard, it is necessary to research the propagation 
behavior of smartphone virus attack in the real world and design effective containment strategies to 
suppress it [5]. 
 
Zhang [16] discovered that smartphone virus can also propagate through multi-layered network. He 
concluded that smartphone viruses can use any network as their communication network. (3G, 4G, Wi-Fi, 
or Bluetooth).The smartphonevirus propagation starts with infection on a single phone. The virus on the 
infected phone send MMS message with an infected attachment file to other phones[17].When an 
unsuspected user accepts the infected attachment file, using a phone susceptible to the virus, then the 
virus is installed and infected the target phone which then begins to perform as an attacked phone. 
Smartphone virus can seize the victim’s mobile device by running a malicious exploit, and this infected 
device will, in turn, scan and infect other smartphones in the mobile network [18] 

Although the phone user education response mechanism strives to dissuade the user from accepting 
infected messages, other response mechanism, such as immunization, can prevent infection even if the 
user accepts the MMS message attachment [19]. The immunization response mechanism operates using 
software placed directly on each smartphone [13]. After the service provider detects virus that exploits a 
vulnerable smartphone, the service provider begins developing a patch to fix that vulnerability[20]. Once 
the patch is developed, the immunization software resident in each smartphone automatically installs any 
immunization patch available [16]. Bandwidth constraints prevent most smartphones from receiving the 
patch simultaneously, so the patch is rolled out to the entire smartphone population uniformly over a 
period of time[21]. The more servers that are dedicated to distributing these patches, the faster the 
deployment to all susceptible smartphones in the network [10]. When the deployed patch arrives at a 
particular smartphone, the smartphone become immunized from the virus if not infected, or the patch 
stops further propagation attempts from the smartphone if it is already infected [17]. 
 

Due to the specific features of smartphone virus propagation, attention has been focused on development 
of new techniques for the detection and elimination of viruses [22]. So far, previous models on 
propagation of computer viruses considered susceptible, infected, removed, recovered, exposed, patched, 
and external. The researchers combined them in different order to form the model, such as susceptible–
infected–susceptible (SIS) models [23; 24],  susceptible–infected–removed (SIR) models [25], 
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susceptible–infected–recovered–susceptible (SIRS) models [8] , susceptible–exposed–infected–removed–
susceptible (SEIRS) models [10], susceptible–infected–patched–susceptible (SIPS) models [20], 
susceptible–infected–external–susceptible (SIES) [16] and Susceptible–Vaccinated–Exposed–Infectious– 
Recovered (SVEIR) model[26] .Only Upadhyay et al [26] included vaccinated in their model but 
quarantined is missing.This paper proposes Susceptible–Vaccinated–Exposed–Infectious– Quarantined–
Recovered–Susceptible (SVEIQRS) model for the control of the virus attack in smartphones. MATLAB 
simulation experiments were performed to draw inference from this model, and then recommend 
strategies for controlling virus propagation on smartphone. 

Related Work  
Smartphone users communicate and share files with their friends and they also take part in some activities 
or join groups online [27]. This characteristic gives hackers the opportunity to attack mobile users. As a 
result, the smartphone virus can spread quickly. Smartphone virus is similar to biological virus like HIV 
or HBV [28,29,30]  as such some epidemical models used in representing malware propagation are 
presented to show the propagation of malware in smartphone. Recently, smartphone virus stability and 
propagation models have turn out to be an attractive research field to facilitate virus detection, analysis, 
prediction, and prevention. There are other proposed models to simulate the smartphone virus 
propagation. Yao, Xang, Qu, Tu and Geo[31] researched the worm propagation model by considering the 
time delay. They found that time delay may lead to Hopf bifurcation phenomenon which will make the 
worm propagation system unstable and uncontrollable.  
 
To study the fundamental spreading patterns that characterize a mobile virus outbreak, Wang, Chen, Xu 
and Zhan [18]modeled the mobile benign worm based on two stages of repairing mechanisms. 
Yan and Eidenbenz [32] built an analytical model to study the spread of Bluetooth worms. In their model, 
the impact of mobility patterns on Bluetooth worm propagation can be investigated by introducing the 
input parameters, such as average node degree, average node meeting rate and the link duration 
distribution. Xia, Chen and Yuan [33] built a susceptible - exposed - infected - recovered - dormancy 
(SEIRD) model for the Bluetooth and MMS hybrid spread model according to comister worm. This 
simply implies that they divided phone nodes into five states such as S, E, I, R, D. 
Rhodes and Nekovee [34] explored the effect of device behavior and population characteristics on the 
dynamic outbreak of Bluetooth worm using the SIP model. They proposed that if a worm is introduced 
into the system, the system device can be either susceptible (S), infected (I), or recovered (R). 
 
Fan, Zheng and Yang [19]formulated a Susceptible - Exposed - Infected - Recovered (SEIR) model to 
hybridize Bluetooth and SMS/MMS, which was based on preventive immunity and maturation of the 
mobile phone virus. They also discussed the influence of propagation parameters like virus mutation, 
preventive immunity of mobile phone users, SMS/MMS network immunity structure, and average degree 
of nodes in the Bluetooth.  
Lanz, et al[5] proposed a malware transmission model in a network of mobile devices by considering the 
treatment effectiveness based on the type of malware infections accrued (hostile malware or malicious 
malware). The purposed model considers six classes of mobile devices based on their epidemiological 
status: Susceptible, exposed, and infected by hostile malware, infected by malicious malware, quarantined 
and recovered. 
Martin, Burge, Gill, Washington and Alfred [35] used the SIS model from mathematical epidemiology to 
predict the mobile phone viruses. But Peng et al [14] observed that Martin et al [35] did not take into 
account the impact of individual differences on the propagation dynamics of proximity-based viruses, and 
then stated that epidemic models are usually classified into three categories: deterministic models, 
stochastic models and spatial temporal models. 
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Wang et al [18] proposed a model for the spread and control of mobile benign worm based on two stage 
repairing mechanism. Their work focused on the spread of worm in the mobile environment and control 
process of mobile benign worms was divided into stages as rapid repair control and post repair that uses 
passive mode to optimize the environment for the purpose of controlling the mobile network. 
Yang et al [5] developed two different propagation models for mobile phone virus namely: user-tricking 
virus which is intended to describe the propagation of user, and vulnerability-exploiting virus that 
describes the vulnerability propagation. Based on the traditional epidemic model, the characteristics of 
mobile phone viruses and the network topology structure are incorporated into their model. 
Coronel et al [15] proposed a generalized SEIR-KS model. They assumed that virus propagation is time 
dependent and then classified the population as susceptible, exposed, infected, recovered, and kill signals. 
The computer population on the network is viewed as nodes which interact with each other at a given 
time. 
In this research, we proposed virus transmission model in a network of smartphones by considering 
vaccination and treatment effectiveness based on the virus infection. The proposed model consists of six 
compartments of smartphones based on their epidemiological status: Susceptible, Vaccinated, Exposed, 
Infected, Quarantined and Recovered. Here, vaccinated implies smartphones with temporal immunity due 
to the antivirus software, where quarantined in this case means an isolation of the smartphone from the 
network while going through a treatment (scanning) process to remove the virus. It is also assumed that 
once the virus is removed, the smartphone employs temporary immunity which allow them to become 
susceptible again to the infection as the immunity wanes of. 
 
Model Formulation 
The total population of smartphone at time 𝑡𝑡, denoted by 𝑁𝑁(𝑡𝑡), is split into the mutually exclusive 
compartments of susceptible smartphones (𝑆𝑆(𝑡𝑡)), exposed smartphones to virus 
infection�𝐸𝐸(𝑡𝑡)�,vaccinated smartphones �𝑉𝑉(𝑡𝑡)�, Infectious smartphones �𝐼𝐼(𝑡𝑡)�, quarantined smartphones 
�𝑄𝑄(𝑡𝑡)�, recovered Smartphones �𝑅𝑅(𝑡𝑡)�, that is 

𝑁𝑁(𝑡𝑡) = 𝑆𝑆(𝑡𝑡) + 𝑉𝑉(𝑡𝑡) + 𝐸𝐸(𝑡𝑡) + 𝐼𝐼(𝑡𝑡) + 𝑄𝑄(𝑡𝑡) + 𝑅𝑅(𝑡𝑡)                                                         (1) 
The population of smartphones in the susceptible compartment is generated by the introduction of new 
smartphones into the network at the rate 𝜃𝜃 and the recovered that become susceptible again at a rate 𝜌𝜌. 
This population is diminished by smartphones whose temporary immunity (vaccination) is updated at a 
rate 𝜉𝜉. It is also diminished by smartphones that had effective contact with infected ones at a rate 𝜎𝜎𝜎𝜎𝐼𝐼 and 
natural death at a rate 𝜇𝜇 (that is, death other than virus attack). So, we have 

𝑑𝑑𝑆𝑆
𝑑𝑑𝑡𝑡

= 𝜃𝜃 + 𝜌𝜌𝑅𝑅 − 𝜉𝜉𝑆𝑆 − 𝜎𝜎𝜎𝜎𝑆𝑆𝐼𝐼 − 𝜇𝜇𝑆𝑆 

The population of smartphones in the vaccinated compartment is generated by susceptible smartphones 
whose temporary immunity (vaccination) is updated at a rate 𝜉𝜉, but is diminished natural death at a rate 𝜇𝜇 
and effective contact with infected smartphones by those whose temporary immunity is not updated at a 
rate 𝜓𝜓𝜎𝜎𝐼𝐼. Then we have 

𝑑𝑑𝑉𝑉
𝑑𝑑𝑡𝑡

= 𝜉𝜉𝑆𝑆 − 𝜓𝜓𝜎𝜎𝑉𝑉𝐼𝐼 − 𝜇𝜇𝑉𝑉 

The population of smartphones in the exposed compartment is generated by susceptible smartphones that 
had effective contact with infected ones at a rate 𝜎𝜎𝜎𝜎𝐼𝐼 and by those whose temporary immunity is not 
updated, who also had effective contact with infected smartphones at a rate 𝜓𝜓𝜎𝜎𝐼𝐼. This population is 
decreased by natural death at a rate 𝜇𝜇 and progression from exposed compartment to infectious 
compartment at a rate 𝜑𝜑. So we obtain 
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𝑑𝑑𝐸𝐸
𝑑𝑑𝑡𝑡

= 𝜎𝜎𝜎𝜎𝑆𝑆𝐼𝐼 +𝜓𝜓𝜎𝜎𝑉𝑉𝐼𝐼 − (𝜇𝜇 + 𝜑𝜑)𝐸𝐸 

The population of smartphones in the infectious compartment is generated by progression from exposed 
compartment at a rate 𝜑𝜑. It is diminished by natural death at a rate 𝜇𝜇, death due to virus attack at a rate 𝛼𝛼, 
progression from infectious compartment to quarantine compartment at a rate 𝛾𝛾 and progression from 
infectious compartment to recovered compartment at a rate 𝜋𝜋. Therefore, we obtain 

𝑑𝑑𝐼𝐼
𝑑𝑑𝑡𝑡

= 𝜑𝜑𝐸𝐸 − (𝜇𝜇 + 𝛼𝛼 + 𝛾𝛾 + 𝜋𝜋)𝐼𝐼 

The population of smartphones in the quarantined compartment is generated by progression from 
infectious compartment at a rate 𝜑𝜑. It is diminished by natural death at a rate 𝜇𝜇, death due to virus attack 
at a rate 𝛼𝛼1, and progression from Quarantined compartment to recovered compartment at a rate 𝛿𝛿. 
Therefore, we obtain 

𝑑𝑑𝑄𝑄
𝑑𝑑𝑡𝑡

= 𝛾𝛾𝐼𝐼 − (𝜇𝜇 + 𝛼𝛼1 + 𝛿𝛿)𝑄𝑄 

The population of smartphones in the infectious compartment is generated by progression from infectious 
compartment to recovered compartment at a rate 𝜋𝜋 and progression from Quarantined compartment to 
recovered compartment at a rate 𝛿𝛿. It is also decreased by natural death at a rate 𝜇𝜇 and the recovered that 
become susceptible again at a rate 𝜌𝜌. Then we get 

𝑑𝑑𝑅𝑅
𝑑𝑑𝑡𝑡

= 𝜋𝜋𝐼𝐼 + 𝛿𝛿𝑄𝑄 − (𝜇𝜇 + 𝜌𝜌) 

The flow diagram is presented below.    
 
  
 
   
 
  
  
 
 
 
 
 
 
 
 
Figure 1: Flow diagram for the model. 
 
We itemize some of the main assumptions of the formulation of the model as follows: 

1. All newly connected smartphones are virus free and susceptible. 
2. Susceptible smartphones are vaccinated (which may be updated or not). 
3. Each virus free smartphones and additional (old updated) smartphones get contact with infected 

smartphones. 
4. Death rate other than the attack of virus is constant. 
5. Exposed smartphones become infected. 
6. Infected smartphones are treated. 
7. Infectious smartphones are quarantined. 
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8. Quarantined smartphones are treated. 
9. Recovered smartphones become susceptible again. 
10. Smartphones clash due to virus attack. 

Based on the above formulations, assumptions and flow chart, the following deterministic system of 
non-linear differential equations is the model for the transmission dynamics of virus attack; the 
associated state variables and parameters of the model are depicted below. 

𝑑𝑑𝑆𝑆
𝑑𝑑𝑡𝑡

= 𝜃𝜃 + 𝜌𝜌𝑅𝑅 − 𝜉𝜉𝑆𝑆 − 𝜎𝜎𝜎𝜎𝐼𝐼𝑆𝑆 − 𝜇𝜇𝑆𝑆                                                    

𝑑𝑑𝑉𝑉
𝑑𝑑𝑡𝑡

= 𝜉𝜉𝑆𝑆 − 𝜓𝜓𝜎𝜎𝐼𝐼𝑉𝑉 − 𝜇𝜇𝑉𝑉                                                                      

𝑑𝑑𝐸𝐸
𝑑𝑑𝑡𝑡

= 𝜎𝜎𝜎𝜎𝐼𝐼𝑆𝑆 + 𝜓𝜓𝜎𝜎𝐼𝐼𝑉𝑉 − (𝜇𝜇 + 𝜑𝜑)𝐸𝐸                                              (2) 

𝑑𝑑𝐼𝐼
𝑑𝑑𝑡𝑡

= 𝜑𝜑𝐸𝐸 − (𝜇𝜇 + 𝛼𝛼 + 𝛾𝛾 + 𝜋𝜋)𝐼𝐼                                                         

𝑑𝑑𝑄𝑄
𝑑𝑑𝑡𝑡

= 𝛾𝛾𝐼𝐼 − (𝜇𝜇 + 𝛼𝛼1 + 𝛿𝛿)𝑄𝑄                                                               

𝑑𝑑𝑅𝑅
𝑑𝑑𝑡𝑡

= 𝜋𝜋𝐼𝐼 + 𝛿𝛿𝑄𝑄 − (𝜇𝜇 + 𝜌𝜌)𝑅𝑅                                                             

Description of variables 
Variables Description 

𝑆𝑆 Susceptible smartphones having no immunity. 
𝑉𝑉 Vaccinated smartphones having susceptibility. 
𝐸𝐸 Exposed smartphones having contact with infected ones. 
𝐼𝐼 Infected smartphones that have to be treated. 
𝑄𝑄 Infected smartphones that are quarantined. 
𝑅𝑅 Recovered smartphones having temporary immunity. 

 
Description of Parameters 
Parameters Description 

𝜎𝜎 Effective contact (transmission) rate  
𝛾𝛾 Progression rate from infectious compartment to quarantined compartment 
𝜃𝜃 Recruitment rate of susceptible smartphones 
𝛿𝛿 Progression rate from quarantined compartment to recovered compartment 
𝜇𝜇 Natural death rate 
𝜉𝜉 Progression rate from susceptible compartment to vaccinated compartment 
𝜌𝜌 Progression rate from recovered compartment to susceptible compartment 
𝜎𝜎 Progression rate from susceptible compartment to exposed compartment 
𝜋𝜋 Progression rate from infectious compartment to recovered compartment 
𝜑𝜑 Progression rate from exposed compartment to infectious compartment 
𝜓𝜓 Progression rate from vaccinated compartment to exposed compartment 

 
The force of infection is given by  

𝜎𝜎 = 𝜎𝜎𝐼𝐼                                                                                                           (3) 
Invariant Properties 
Since the population under study relates to that of physical quantities that cannot be negative, there is a 
need to prove that all state variables are non-negative for all time (𝑡𝑡), for the model system (2) to be 
epidemiologically meaningful. In other words, the solution of the model system (2) with positive initial 
data will remain positive for all 𝑡𝑡 ≥ 0, we do this as follows; 

GSJ: Volume 9, Issue 6, June 2021 
ISSN 2320-9186 210

GSJ© 2021 
www.globalscientificjournal.com



The feasible region for this model is    

𝔒𝔒 = �(𝑆𝑆,𝑉𝑉,𝐸𝐸, 𝐼𝐼,𝑄𝑄,𝑅𝑅) ∈ ℝ≥0
6 ,𝑆𝑆 + 𝑉𝑉 + 𝐸𝐸 + 𝐼𝐼 + 𝑄𝑄 + 𝑅𝑅 ≤

𝜃𝜃
𝜇𝜇�

                   (4) 

Next, we show that the region  𝔒𝔒 is positively invariant, so that it is sufficient to consider the dynamics 
of the above model in 𝔒𝔒. 
Adding sub-equations in system (2) gives 

𝑁𝑁(𝑡𝑡) = 𝜃𝜃 − 𝜇𝜇𝑁𝑁 − 𝛼𝛼𝐼𝐼 − 𝛼𝛼1𝑄𝑄 
Since the right side of the above equation is bounded by 𝜃𝜃 − 𝜇𝜇𝑁𝑁, it follows that  

𝑁𝑁(𝑡𝑡) ≤
𝜃𝜃
𝜇𝜇

+ 𝑐𝑐𝑒𝑒−𝜇𝜇𝑡𝑡  

Using a standard comparison theorem by [36 and 16], it can be shown that  

𝑁𝑁(𝑡𝑡) ≤ 𝑁𝑁(0)𝑒𝑒−𝜇𝜇𝑡𝑡 +
𝜃𝜃
𝜇𝜇

(1 − 𝑒𝑒−𝜇𝜇𝑡𝑡 ). 

Thus, 𝔒𝔒 is positively invariant. If 𝑁𝑁(0) > 𝜃𝜃
𝜇𝜇

, then it is either that the solution enters 𝔒𝔒 in finite time, or 

𝑁𝑁(𝑡𝑡) approaches  𝜃𝜃
𝜇𝜇

 asymptotically, and the smartphone virus attack variables 𝐸𝐸, 𝐼𝐼,𝑄𝑄 𝑎𝑎𝑎𝑎𝑑𝑑 𝑅𝑅 approaches 

zero. Hence 𝔒𝔒 is attracting. 
One of the most important concerns in the analysis of epidemiological models is the determination of 
the asymptotic behavior of their solution which is usually based on the stability of the associated 
equilibria [37]. This model typically consists of virus attack free equilibrium and the endemic equilibrium. 
The local stability of the virus attack-free equilibrium (VFE) is determined based on a threshold 
parameter, known as the basic reproduction number [38,39].   
Local Stability of the Virus attack Free Equilibrium (VFE) 
The VFE of model system (2) is given by 

𝒫𝒫0 = (𝑆𝑆0,𝑉𝑉0, 0, 0, 0, 0) 
Where 

𝑆𝑆0 =
𝜃𝜃

𝜇𝜇 + 𝜉𝜉
 𝑎𝑎𝑎𝑎𝑑𝑑 𝑉𝑉0 =

𝜉𝜉𝜃𝜃
𝜇𝜇(𝜇𝜇 + 𝜉𝜉)

 

The local stability of VFE of model system (2) is determined by its basic reproduction number ℛ0, which 
is computed using the next generation operator method proposed by [39]. 
Let  

 
 
 

 
 
 

Where      𝐴𝐴 = 𝜇𝜇 + 𝜑𝜑,      𝐵𝐵 = 𝜇𝜇 + 𝛼𝛼 + 𝛾𝛾 + 𝜋𝜋,      𝐶𝐶 = 𝜇𝜇 + 𝛼𝛼 + 𝛿𝛿,     𝐷𝐷 = 𝜇𝜇 + 𝜌𝜌 
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It follows that the reproduction number of smartphone virus attack of system (2) denoted by ℛ0 is given 
by 

ℛ0 = 𝜎𝜎𝜑𝜑𝜃𝜃 �
𝜎𝜎𝜇𝜇 + 𝜉𝜉𝜓𝜓

𝜇𝜇(𝜇𝜇 + 𝜉𝜉)𝐴𝐴𝐵𝐵
�                                                                     (5) 

Interpretation of the Reproduction Number for the Model System (2) 
there is need to interpret the reproduction number of model system (2), so that we can clearly see the 
meaning of the quantity: 

ℛ0 = 𝜎𝜎𝜑𝜑𝜃𝜃 �
𝜎𝜎𝜇𝜇 + 𝜉𝜉𝜓𝜓

𝜇𝜇(𝜇𝜇 + 𝜉𝜉)𝐴𝐴𝐵𝐵
� 

this simply means that 

ℛ0 = 𝜎𝜎𝜃𝜃 �
𝜎𝜎𝜇𝜇 + 𝜉𝜉𝜓𝜓
𝜇𝜇(𝜇𝜇 + 𝜉𝜉)� ×

𝜑𝜑
𝐴𝐴

×
1
𝐵𝐵

 

where 𝜎𝜎𝜃𝜃 �𝜎𝜎𝜇𝜇+𝜉𝜉𝜓𝜓
𝜇𝜇(𝜇𝜇+𝜉𝜉)� is the transmission probability, 𝜑𝜑

𝐴𝐴
 is that a smartphone has become infected (that is, 

moved from exposed to the infectious compartment) and is the average time that the smartphone is 
infectious. 
Lemma 1: The VFE  (𝒫𝒫0) of the model system (2) is locally asymptotically stable (LAS) if ℛ0 < 1, and 
unstable if ℛ0 > 1. Epidemiologically, this implies that virus attack will be eliminated from the 
population (smartphones). Whenever ℛ0 < 1, if the initial size of the population is in the basin of 
attraction of VFE, i.e., a small influx of virus attack smartphones through the network will not generate a 
large virus attack outbreak and the attack dies out in time. 
From the reproduction number ℛ0, we observe that the parameter 𝜉𝜉 is important for the prevalence of 
virus attack. It controls the dynamic of virus attack most especially the equilibrium states, and the state of 
susceptibility, infected and exposed. Then from equation (5) we have 
 

lim
𝜉𝜉⟶1

ℛ0 = 𝜎𝜎𝜑𝜑𝜃𝜃 �
𝜎𝜎𝜇𝜇 + 𝜓𝜓

𝜇𝜇(𝜇𝜇 + 1)𝐴𝐴𝐵𝐵
� > 0                                                                   (6) 

Therefore, an effective antivirus software (vaccination) can positively influence virus attack ones the 
right-hand side of (6) is less than unity. 
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𝜓𝜓 <
𝜇𝜇(𝜇𝜇 + 1)𝐴𝐴𝐵𝐵 − 𝜎𝜎𝜑𝜑𝜃𝜃𝜎𝜎𝜇𝜇

𝜎𝜎𝜑𝜑𝜃𝜃
                                                                                (7) 

More so, the sensitivity analysis on the vaccination parameter of the susceptible smartphones and 
quarantine parameter were carried out by computing the partial derivative of ℛ0 with respect to𝜉𝜉 𝑎𝑎𝑎𝑎𝑑𝑑 𝛾𝛾 
respectively yields 

�

𝜕𝜕ℛ0

𝜕𝜕𝜉𝜉
= −

𝜎𝜎𝜑𝜑𝜃𝜃𝜇𝜇(𝜓𝜓 − 𝜎𝜎)
𝜇𝜇(𝜇𝜇 + 𝜉𝜉)2𝐴𝐴𝐵𝐵

𝜕𝜕ℛ0

𝜕𝜕𝛾𝛾
= −

𝜎𝜎𝜑𝜑𝜃𝜃(𝜇𝜇𝜎𝜎 + 𝜓𝜓𝜉𝜉)
𝜇𝜇(𝜇𝜇 + 𝜉𝜉)𝐴𝐴𝐵𝐵2 ⎭

⎪
⎬

⎪
⎫

                                                                               (8) 

This simply implies that the endemicity of the smartphone virus attack will be reduced if there is increase 
in vaccination and quarantine since their sensitivity indices are negative. 
Global Stability Analysis 
Theorem 1: The VFE of Model system (2) denoted by 𝒫𝒫0 is globally asymptotically stable (GAS) in 𝔒𝔒 if 
and only if ℛ0 ≤ 1. 
One of the effective methods used in addressing the problem associated with global stability analysis of 
epidemiological models is the use of LaSalle Lyapunov candidate function as in [40; 41]. Therefore, we 
have 

ℒ(𝐸𝐸, 𝐼𝐼) = 𝑎𝑎𝐸𝐸 + 𝑏𝑏𝐼𝐼                                                                                                       (9) 

where 𝑎𝑎 = 𝐵𝐵 𝑎𝑎𝑎𝑎𝑑𝑑 𝑏𝑏 = 𝜎𝜎 � 𝜎𝜎𝜃𝜃
𝜇𝜇+𝜉𝜉

+ 𝜓𝜓𝜉𝜉𝜃𝜃
𝜇𝜇(𝜇𝜇+𝜉𝜉)

�.  

The time derivative of ℒ given in (9) along the solution of the model (2) yields 
ℒ̇(𝐸𝐸, 𝐼𝐼) = 𝑎𝑎�̇�𝐸 + 𝑏𝑏𝐼𝐼 ̇

ℒ̇(𝐸𝐸, 𝐼𝐼) = 𝑎𝑎 �𝜎𝜎 �
𝜎𝜎𝜃𝜃
𝜇𝜇 + 𝜉𝜉

+
𝜓𝜓𝜉𝜉𝜃𝜃

𝜇𝜇(𝜇𝜇 + 𝜉𝜉)
� 𝐼𝐼 − 𝐴𝐴𝐸𝐸� + 𝑏𝑏[𝜑𝜑𝐸𝐸 − 𝐵𝐵𝐼𝐼]                (10) 

ℒ̇ ≤ �𝐵𝐵𝜎𝜎 �
𝜎𝜎𝜃𝜃
𝜇𝜇 + 𝜉𝜉

+
𝜓𝜓𝜉𝜉𝜃𝜃

𝜇𝜇(𝜇𝜇 + 𝜉𝜉)
� 𝐼𝐼 − 𝐵𝐵𝜎𝜎 �

𝜎𝜎𝜃𝜃
𝜇𝜇 + 𝜉𝜉

+
𝜓𝜓𝜉𝜉𝜃𝜃

𝜇𝜇(𝜇𝜇 + 𝜉𝜉)
� 𝐼𝐼�+ �𝜑𝜑𝜎𝜎 �

𝜎𝜎𝜃𝜃
𝜇𝜇 + 𝜉𝜉

+
𝜓𝜓𝜉𝜉𝜃𝜃

𝜇𝜇(𝜇𝜇 + 𝜉𝜉)
�𝐸𝐸 − 𝐴𝐴𝐵𝐵𝐸𝐸� 

ℒ̇ ≤ �𝜑𝜑𝜎𝜎𝜃𝜃 �
𝜎𝜎𝜇𝜇 + 𝜓𝜓𝜉𝜉
𝜇𝜇(𝜇𝜇 + 𝜉𝜉)

� − 𝐴𝐴𝐵𝐵�𝐸𝐸 

ℒ̇ ≤ 𝐴𝐴𝐵𝐵(ℛ0 − 1)𝐸𝐸                                                                                    (11) 
Therefore, ℒ̇ ≤ 0 𝑓𝑓𝑓𝑓𝑓𝑓 ℛ0 ≤ 1 𝑤𝑤𝑤𝑤𝑡𝑡ℎ ℒ̇ = 0 if and only if 𝐸𝐸 = 0. By Lyapunov LaSalle invariance 
principle, the largest compact invariant set in �(𝑆𝑆,𝑉𝑉,𝐸𝐸, 𝐼𝐼,𝑄𝑄,𝑅𝑅) ∈ 𝔒𝔒: ℒ̇ = 0� is reduced to the VFE. This 
proves the global asymptotic stability on 𝔒𝔒[42]. The above result implies that the virus attack elimination 
is possible irrespective of the initial sizes of the sub-populations of the model whenever the threshold 
parameter, ℛ0, is less than unity. 
 
Existence of Endemic Equilibrium point (EEP) 
 
Endemic equilibrium defines the point where the virus attack cannot totally be eradicated from the 
population. we let 𝒫𝒫0

∗ be the endemic equilibrium point. To calculate the endemic equilibrium point we 
have 

𝒫𝒫0
∗ = (𝑆𝑆∗,𝑉𝑉∗,𝐸𝐸∗, 𝐼𝐼∗,𝑄𝑄∗,𝑅𝑅∗) ≠ 0 

Thus, model system (2) are solved in terms of the force of infection at the steady state (𝜎𝜎∗)yielding  
𝜎𝜎∗ = 𝜎𝜎𝐼𝐼∗                                                                                                               (12) 

Thus, we have 
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�

𝜃𝜃 + 𝜌𝜌𝑅𝑅∗ − 𝜉𝜉𝑆𝑆∗ − 𝜎𝜎𝜎𝜎𝐼𝐼∗𝑆𝑆∗ − 𝜇𝜇𝑆𝑆∗ = 0
                      𝜉𝜉𝑆𝑆∗ − 𝜓𝜓𝜎𝜎𝐼𝐼∗𝑉𝑉∗ − 𝜇𝜇𝑉𝑉∗ = 0  
𝜎𝜎𝜎𝜎𝐼𝐼∗𝑆𝑆∗ + 𝜓𝜓𝜎𝜎𝐼𝐼∗𝑉𝑉∗ − (𝜇𝜇 + 𝜑𝜑)𝐸𝐸∗ = 0
           𝜑𝜑𝐸𝐸∗ − (𝜇𝜇 + 𝛼𝛼 + 𝛾𝛾 + 𝜋𝜋)𝐼𝐼∗ = 0
                 𝛾𝛾𝐼𝐼∗ − (𝜇𝜇 + 𝛼𝛼1 + 𝛿𝛿)𝑄𝑄∗ = 0
               𝜋𝜋𝐼𝐼∗ + 𝛿𝛿𝑄𝑄∗ − (𝜇𝜇 + 𝜌𝜌)𝑅𝑅∗ = 0 ⎭

⎪⎪
⎬

⎪⎪
⎫

                                         (13)  

Solving the above equations in (13) at steady state gives 

𝑆𝑆∗ =
𝜃𝜃𝐶𝐶𝐷𝐷 + (𝜌𝜌𝜋𝜋𝐶𝐶 + 𝜌𝜌𝛿𝛿𝛾𝛾)𝐼𝐼∗

𝐶𝐶𝐷𝐷�(𝜉𝜉 + 𝜇𝜇) + 𝜎𝜎𝜎𝜎∗�
, 𝑉𝑉∗ =

𝜉𝜉(𝜃𝜃𝐶𝐶𝐷𝐷 + (𝜌𝜌𝜋𝜋𝐶𝐶 + 𝜌𝜌𝛿𝛿𝛾𝛾)𝐼𝐼∗)
𝐶𝐶𝐷𝐷�(𝜉𝜉 + 𝜇𝜇) + 𝜎𝜎𝜎𝜎∗�(𝜇𝜇 + 𝜓𝜓𝜎𝜎∗)

, 𝐸𝐸∗ =
𝐵𝐵𝐼𝐼∗

𝜑𝜑
 

𝑄𝑄∗ =
𝛾𝛾𝐼𝐼∗

𝐶𝐶
,  𝑅𝑅∗ =

(𝜋𝜋𝐶𝐶 + 𝛿𝛿𝛾𝛾)𝐼𝐼∗

𝐶𝐶𝐷𝐷
 

and 𝐼𝐼∗ is obtained by solving 
𝜎𝜎[𝜌𝜌𝜋𝜋𝐶𝐶 + 𝜌𝜌𝛿𝛿𝛾𝛾 − 𝜓𝜓𝐴𝐴𝐵𝐵𝐶𝐶𝐷𝐷]𝜎𝜎2𝐼𝐼∗2 

+�𝜎𝜎𝜇𝜇𝜌𝜌𝜋𝜋𝐶𝐶 + 𝜎𝜎𝜇𝜇𝜌𝜌𝛿𝛿𝛾𝛾 + 𝜎𝜎𝜃𝜃𝜎𝜎𝐶𝐶𝐷𝐷 + 𝜓𝜓𝜉𝜉𝜌𝜌𝜋𝜋𝐶𝐶 + 𝜓𝜓𝜌𝜌𝛿𝛿𝛾𝛾𝜉𝜉 − 𝐴𝐴𝐵𝐵𝐶𝐶𝐷𝐷�(𝜇𝜇 + 𝜉𝜉)𝜓𝜓 + 𝜇𝜇𝜎𝜎��𝜎𝜎𝐼𝐼∗ 

+
1
𝜑𝜑

(ℛ0 − 1) = 0                                                                        (14) 

Equation (14) can be written as 
𝑏𝑏2(𝜎𝜎∗)2 + 𝑏𝑏1𝜎𝜎∗ + 𝑏𝑏0 = 0                                                            (15) 

where  
𝑏𝑏2 = 𝜎𝜎[𝜌𝜌𝜋𝜋𝐶𝐶 + 𝜌𝜌𝛿𝛿𝛾𝛾 − 𝜓𝜓𝐴𝐴𝐵𝐵𝐶𝐶𝐷𝐷] 

𝑏𝑏1 = 𝜎𝜎𝜇𝜇𝜌𝜌𝜋𝜋𝐶𝐶 + 𝜎𝜎𝜇𝜇𝜌𝜌𝛿𝛿𝛾𝛾 + 𝜎𝜎𝜃𝜃𝜎𝜎𝐶𝐶𝐷𝐷 + 𝜓𝜓𝜉𝜉𝜌𝜌𝜋𝜋𝐶𝐶 + 𝜓𝜓𝜌𝜌𝛿𝛿𝛾𝛾𝜉𝜉 − 𝐴𝐴𝐵𝐵𝐶𝐶𝐷𝐷�(𝜇𝜇 + 𝜉𝜉)𝜓𝜓 + 𝜇𝜇𝜎𝜎� 

𝑏𝑏0 =
1
𝜑𝜑

(ℛ0 − 1) 

It is worth noting that the coefficient 𝑏𝑏0 is always positive if and only if ℛ0 > 1 and negative if and only 
if ℛ0 < 1. Therefore, the number of possible real roots of equation (15) can have depends on the signs of 
𝑏𝑏2,𝑏𝑏1,𝑎𝑎𝑎𝑎𝑑𝑑 𝑏𝑏0. This can be analyzed using the Descartes Rule of sign on the polynomial 

𝑓𝑓(𝜎𝜎∗) = 𝑏𝑏2(𝜎𝜎∗)2 + 𝑏𝑏1𝜎𝜎∗ + 𝑏𝑏0                                                                          (16) 
Since𝜎𝜎∗ ∈ [0,𝜎𝜎], one can easily verify that 

𝑓𝑓(0) =
1
𝜑𝜑

(ℛ0 − 1) = 𝑏𝑏0 

𝑓𝑓(𝜎𝜎) = 𝑏𝑏2(𝜎𝜎)2 + 𝑏𝑏1𝜎𝜎 + 𝑏𝑏0 
A simple calculation proves that 𝑓𝑓(𝜎𝜎) > 0. it is now a trivial matter to see that 𝑓𝑓(0) > 0 when ℛ0 > 1. 
The existence follows the intermediate value theorem. Now there is a unique endemic equilibrium 
whenever 𝑏𝑏0 > 0. There are two endemic equilibria when 𝑏𝑏0 < 0,𝑏𝑏1 > 0, 𝑏𝑏1

2 − 4𝑏𝑏2𝑏𝑏0 > 0 and there are 
no endemic equilibria otherwise. 
Lemma 2: When ℛ0 > 1, the model system (2) has a unique endemic equilibrium 
𝒫𝒫0
∗ = (𝑆𝑆∗,𝑉𝑉∗,𝐸𝐸∗, 𝐼𝐼∗,𝑄𝑄∗,𝑅𝑅∗) 𝑤𝑤𝑤𝑤𝑡𝑡ℎ 𝑆𝑆∗,𝑉𝑉∗,𝐸𝐸∗, 𝐼𝐼∗,𝑄𝑄∗ 𝑎𝑎𝑎𝑎𝑑𝑑 𝑅𝑅∗ all non-negative. 

Now, let us study the stability of the endemic equilibrium guaranteed by lemma 2. Using the center 
manifold theory [43] as discussed in[44], we establish the local asymptotic stability (LAS) of the endemic 
equilibrium [45]. More precisely, we look for conditions on the parameter values that cause a forward or a 
backward bifurcation to occur. In order to do that, we will make use of the result summarized below, 
which has been obtained in [44] and is based on the use of general center manifold theory [46]. 
To apply this theory, the following simplification and change of variables are made first of all. Let 
𝑥𝑥1 = 𝑆𝑆, 𝑥𝑥2 = 𝑉𝑉, 𝑥𝑥3 = 𝐸𝐸, 𝑥𝑥4 = 𝐼𝐼, 𝑥𝑥5 = 𝑄𝑄, 𝑥𝑥6 = 𝑅𝑅 so that 𝑁𝑁 = 𝑥𝑥1 + 𝑥𝑥2 + 𝑥𝑥3 + 𝑥𝑥4 + 𝑥𝑥5 + 𝑥𝑥6. Further, by 
using vector notation 𝑥𝑥 = (𝑥𝑥1,𝑥𝑥2,𝑥𝑥3, 𝑥𝑥4,𝑥𝑥5,𝑥𝑥6)𝑇𝑇 , the smartphone viral attack model system (2) can be 
written in the form �̇�𝑥 = 𝑓𝑓(𝑥𝑥) with 𝑓𝑓 = (𝑓𝑓1,𝑓𝑓2,𝑓𝑓3,𝑓𝑓4,𝑓𝑓5,𝑓𝑓6)𝑇𝑇 , as follows: 

�̇�𝑥1 = 𝑓𝑓1 = 𝜃𝜃 + 𝜌𝜌𝑥𝑥6 − 𝜉𝜉𝑥𝑥1 − 𝜎𝜎𝜎𝜎𝑥𝑥1 − 𝜇𝜇𝑥𝑥1 
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�̇�𝑥2 = 𝑓𝑓2 = 𝜉𝜉𝑥𝑥1 − 𝜓𝜓𝜎𝜎𝑥𝑥2 − 𝜇𝜇𝑥𝑥2 
�̇�𝑥3 = 𝑓𝑓3 = 𝜎𝜎𝜎𝜎𝑥𝑥1 + 𝜓𝜓𝑥𝑥2 − (𝜇𝜇 + 𝜑𝜑)𝑥𝑥3                                                           (17) 

�̇�𝑥4 = 𝑓𝑓4 = 𝜑𝜑𝑥𝑥3 − (𝜇𝜇 + 𝛼𝛼 + 𝛾𝛾 + 𝜋𝜋)𝑥𝑥4 
�̇�𝑥5 = 𝑓𝑓5 = 𝛾𝛾𝑥𝑥4 − (𝜇𝜇 + 𝛼𝛼1 + 𝛿𝛿)𝑥𝑥5 
�̇�𝑥6 = 𝑓𝑓6 = 𝜋𝜋𝑥𝑥4 + 𝛿𝛿𝑥𝑥5 − (𝜇𝜇 + 𝜌𝜌)𝑥𝑥6 

where 𝜎𝜎 = 𝜎𝜎𝑥𝑥4 
The Jacobian of system (17), at the smartphone virus attack free equilibrium (VFE) 𝒫𝒫0is given by 
 

 
 
 
 
 
 
 
 

 
Where      𝐶𝐶1 = 𝜉𝜉 + 𝜇𝜇,   𝐴𝐴 = 𝜇𝜇 + 𝜑𝜑,   𝐵𝐵 = 𝜇𝜇 + 𝛼𝛼 + 𝛾𝛾 + 𝜋𝜋, 𝐶𝐶 = 𝜇𝜇 + 𝛼𝛼 + 𝛿𝛿, 𝐷𝐷 = 𝜇𝜇 + 𝜌𝜌,    

𝑦𝑦1 = 𝜎𝜎𝜎𝜎𝑥𝑥01,    𝑦𝑦2 = 𝜓𝜓𝜎𝜎𝑥𝑥02,    𝑦𝑦3 = 𝜎𝜎(𝜎𝜎𝑥𝑥01 + 𝜓𝜓𝑥𝑥02),    𝑥𝑥01 =
𝜃𝜃

𝜉𝜉 + 𝜇𝜇
,   𝑥𝑥02 =

𝜉𝜉𝜃𝜃
𝜇𝜇(𝜉𝜉 + 𝜇𝜇)

. 

Considering, next, the case when ℛ0 = 1 and suppose further that 𝜎𝜎 = 𝜎𝜎∗ is chosen as a bifurcation 
parameter, then we solve for 𝜎𝜎 from ℛ0 = 1  which gives 

𝜎𝜎 =
𝜇𝜇(𝜉𝜉 + 𝜇𝜇)𝐴𝐴𝐵𝐵
𝜑𝜑𝜃𝜃(𝜇𝜇𝜎𝜎 + 𝜉𝜉𝜓𝜓)                                                                                  (18) 

It follows that the Jacobian  𝐽𝐽(𝒫𝒫0) of system (17) at smartphone virus free equilibrium, with 𝜎𝜎 = 𝜎𝜎∗ 
denoted by 𝐽𝐽𝜎𝜎∗  has a simple zero eigenvalue (with all other eigenvalues having negative real part). 
Hence the center manifold theorem [43] can be used to analyze the dynamics of the model (17). The 
theorem in [41] will be used to chow that the unique endemic equilibrium of the model (17) (or, 
equivalently, Model (2)) is locally asymptotically stable for ℛ0 = 1. 
Theorem 2: Castillo-Chavez and Song [44] consider the following general system of ordinary differential 
equations with parameter 𝜙𝜙.  

𝑑𝑑𝑥𝑥
𝑑𝑑𝑡𝑡

= 𝑓𝑓(𝑥𝑥,𝜙𝜙)   𝑓𝑓:ℝ𝑎𝑎 × ℝ⟶ ℝ 𝑎𝑎𝑎𝑎𝑑𝑑 𝑓𝑓 ∈ ℂ2(ℝ𝑎𝑎 × ℝ)                                         (19) 

Without loss of generality, it is assumed that 0is an equilibrium for system (19) for all values of the 
parameter 𝜙𝜙, (that is 𝑓𝑓(0,𝜙𝜙) ≡ 0). 
Assume 

1. 𝒜𝒜 = 𝒟𝒟,𝑓𝑓(0, 0) is the linearization matrix of system (17) around the equilibrium 0 with 𝜙𝜙 evaluated at 0. 
Zero is a simple eigenvalue of 𝒜𝒜 and other eingevalues of 𝒜𝒜 have negative real parts. 

2. Matrix  𝒜𝒜 has a right eigenvector 𝑤𝑤 and a left eigenvector 𝑣𝑣 (each corresponding to the zero 
eigenvalue) 
let 𝑓𝑓𝑘𝑘  be the 𝑘𝑘𝑡𝑡ℎ  component of 𝑓𝑓 and  

𝑎𝑎 = � 𝑣𝑣𝑘𝑘𝑤𝑤𝑤𝑤𝑤𝑤𝑗𝑗
𝜕𝜕2𝑓𝑓𝑘𝑘
𝜕𝜕𝑥𝑥𝑤𝑤𝜕𝜕𝑥𝑥𝑗𝑗

(0, 0)
𝑎𝑎

𝑘𝑘 ,𝑤𝑤,𝑗𝑗=1
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𝑏𝑏 = � 𝑣𝑣𝑘𝑘𝑤𝑤𝑤𝑤
𝜕𝜕2𝑓𝑓𝑘𝑘
𝜕𝜕𝑥𝑥𝑤𝑤𝜕𝜕𝜙𝜙

(0, 0)
𝑎𝑎

𝑘𝑘 ,𝑤𝑤=1

 

Then the local dynamics of the system around the equilibrium point 0 is totally determined by the signs 
of 𝑎𝑎 and 𝑏𝑏 as describe in [41]. 

1. 𝑎𝑎 > 0, 𝑏𝑏 > 0. When 𝜙𝜙 < 0 with│𝜙𝜙│ ≪ 1, 0 is locally asymptotically stable and there exist a positive 
unstable equilibrium; when 0 < 𝜙𝜙 ≪ 0, 0 is unstable and there exists a negative locally stable 
equilibrium; 

2. 𝑎𝑎 < 0, 𝑏𝑏 < 0. When 𝜙𝜙 < 0 with│𝜙𝜙│ ≪ 1, 0 is unstable; when 0 < 𝜙𝜙 ≪ 1, 0 is locally asymptotically 
stable equilibrium and there exists a positive locally unstable equilibrium; 

3. 𝑎𝑎 > 0, 𝑏𝑏 < 0. When 𝜙𝜙 < 0 with│𝜙𝜙│ ≪ 1, 0 is unstable and there exist a locally asymptotically stable 
negative equilibrium; when 0 < 𝜙𝜙 ≪ 1, 0 is stable and a positive unstable equilibrium appears; 

4. 𝑎𝑎 < 0, 𝑏𝑏 > 0. When 𝜙𝜙 changes fro negative to positive, 0 changes from stable to unstable. 
Correspondingly a negative unstable equilibrium becomes positive and locally asymptotically stable. 
Particularly, if 𝑎𝑎 > 0 𝑎𝑎𝑎𝑎𝑑𝑑 𝑏𝑏 > 0, then a backward bifurcation occurs at 𝜙𝜙 = 0. 
We shall apply the above theorem by making the following necessary computations having in mind that 
our bifurcation parameter is 𝜎𝜎∗ and not 𝜙𝜙 as in theorem 2. 
Eigenvectors of  𝐽𝐽𝜎𝜎∗: For the case when ℛ0 = 1, it can be shown that the Jacobian of system (17) at 
𝜎𝜎 = 𝜎𝜎∗ (denoted by𝐽𝐽𝜎𝜎∗) has a right eigenvector (corresponding to zero eigenvalue), given by 𝑤𝑤 =
(𝑤𝑤1,𝑤𝑤2,𝑤𝑤3,𝑤𝑤4,𝑤𝑤5,𝑤𝑤6)𝑇𝑇, where 
 

 
 
 
 
 
 
 
 

 
Gives 

�

𝑤𝑤1 =
𝜌𝜌𝜋𝜋𝜑𝜑𝐶𝐶 + 𝜌𝜌𝛿𝛿𝛾𝛾𝜑𝜑 − 𝜑𝜑𝑦𝑦1𝐶𝐶𝐷𝐷

𝐵𝐵𝐶𝐶𝐶𝐶1𝐷𝐷
𝑤𝑤3                            

𝑤𝑤2 =
𝜑𝜑𝜉𝜉[𝜌𝜌𝜋𝜋𝐶𝐶 + 𝜌𝜌𝛿𝛿𝛾𝛾 − 𝑦𝑦1𝐶𝐶𝐷𝐷] −𝜑𝜑𝑦𝑦2𝐶𝐶𝐶𝐶1𝐷𝐷

𝐵𝐵𝐶𝐶𝐶𝐶1𝐷𝐷
𝑤𝑤3     

𝑤𝑤3 = 𝑤𝑤3 > 0                                                                  

𝑤𝑤4 =
𝜑𝜑
𝐵𝐵
𝑤𝑤3                                                                       

𝑤𝑤5 =
𝜑𝜑𝛾𝛾
𝐵𝐵𝐶𝐶

𝑤𝑤3                                                                    

𝑤𝑤6 =
𝜋𝜋𝜑𝜑𝐶𝐶 + 𝜑𝜑𝛾𝛾𝛿𝛿

𝐵𝐵𝐶𝐶𝐷𝐷
𝑤𝑤3                                                    ⎭

⎪
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎪
⎫

 

Similarly, the components of the left eigenvectors of 𝐽𝐽𝜎𝜎∗(corresponding to zero eigenvalue), denoted by 
𝑣𝑣 = (𝑣𝑣1,𝑣𝑣2, 𝑣𝑣3,𝑣𝑣4, 𝑣𝑣5,𝑣𝑣6) are given by 
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From which we obtain 𝑣𝑣1 = 𝑣𝑣2 = 𝑣𝑣5 = 𝑣𝑣6 = 0,𝑣𝑣3 = 𝑣𝑣3 > 0, 𝑣𝑣4 = 𝑦𝑦3

𝐵𝐵
𝑣𝑣3 

Further, we computer the second order non zero partial derivative of system (17) at the virus attack free 
equilibrium point and obtain  

𝜕𝜕2𝑓𝑓1

𝜕𝜕𝑥𝑥1𝜕𝜕𝑥𝑥4
=

𝜕𝜕2𝑓𝑓1

𝜕𝜕𝑥𝑥4𝜕𝜕𝑥𝑥1
= −𝜎𝜎𝜎𝜎,        

𝜕𝜕2𝑓𝑓2

𝜕𝜕𝑥𝑥2𝜕𝜕𝑥𝑥4
=

𝜕𝜕2𝑓𝑓2

𝜕𝜕𝑥𝑥2𝜕𝜕𝑥𝑥4
= −𝜓𝜓𝜎𝜎 

𝜕𝜕2𝑓𝑓3

𝜕𝜕𝑥𝑥1𝜕𝜕𝑥𝑥4
=

𝜕𝜕2𝑓𝑓3

𝜕𝜕𝑥𝑥4𝜕𝜕𝑥𝑥1
= 𝜎𝜎𝜎𝜎,        

𝜕𝜕2𝑓𝑓3

𝜕𝜕𝑥𝑥2𝜕𝜕𝑥𝑥4
=

𝜕𝜕2𝑓𝑓3

𝜕𝜕𝑥𝑥2𝜕𝜕𝑥𝑥4
= 𝜓𝜓𝜎𝜎 

Similarly 
𝜕𝜕2𝑓𝑓1

𝜕𝜕𝜎𝜎𝜕𝜕𝑥𝑥4
=

𝜕𝜕2𝑓𝑓1

𝜕𝜕𝑥𝑥4𝜕𝜕𝜎𝜎
= −𝜎𝜎𝑥𝑥01 = −

𝜎𝜎𝜃𝜃
𝜉𝜉 + 𝜇𝜇

,        
𝜕𝜕2𝑓𝑓2

𝜕𝜕𝜎𝜎𝜕𝜕𝑥𝑥4
=

𝜕𝜕2𝑓𝑓2

𝜕𝜕𝜎𝜎𝜕𝜕𝑥𝑥4
= −𝜓𝜓𝑥𝑥02 = −

𝜓𝜓𝜉𝜉𝜃𝜃
𝜇𝜇(𝜉𝜉 + 𝜇𝜇) 

𝜕𝜕2𝑓𝑓3

𝜕𝜕𝜎𝜎𝜕𝜕𝑥𝑥4
=

𝜕𝜕2𝑓𝑓3

𝜕𝜕𝑥𝑥4𝜕𝜕𝜎𝜎
= 𝜎𝜎𝑥𝑥01 + 𝜓𝜓𝑥𝑥02 =

𝜎𝜎𝜃𝜃
𝜉𝜉 + 𝜇𝜇

+
𝜓𝜓𝜉𝜉𝜃𝜃

𝜇𝜇(𝜉𝜉 + 𝜇𝜇) 

 
And all the other second order partial derivatives are zero. Thus, we can compute the coefficients 
𝑎𝑎 𝑎𝑎𝑎𝑎𝑑𝑑 𝑏𝑏 defined in theorem 2, that is,  
 

𝑎𝑎 = � 𝑣𝑣𝑘𝑘𝑤𝑤𝑤𝑤𝑤𝑤𝑗𝑗
𝜕𝜕2𝑓𝑓𝑘𝑘
𝜕𝜕𝑥𝑥𝑤𝑤𝜕𝜕𝑥𝑥𝑗𝑗

(0, 0)
𝑎𝑎

𝑘𝑘 ,𝑤𝑤,𝑗𝑗=1

 

𝑏𝑏 = � 𝑣𝑣𝑘𝑘𝑤𝑤𝑤𝑤
𝜕𝜕2𝑓𝑓𝑘𝑘
𝜕𝜕𝑥𝑥𝑤𝑤𝜕𝜕𝜙𝜙

(0, 0)
𝑎𝑎

𝑘𝑘 ,𝑤𝑤=1

 

Taking into account the system (17) and considering in 𝑎𝑎 𝑎𝑎𝑎𝑎𝑑𝑑 𝑏𝑏only the non – zero derivatives for the 

term  𝜕𝜕
2𝑓𝑓𝑘𝑘

𝜕𝜕𝑥𝑥𝑤𝑤𝜕𝜕𝑥𝑥𝑗𝑗
(0, 0) 𝑎𝑎𝑎𝑎𝑑𝑑 𝜕𝜕

2𝑓𝑓𝑘𝑘
𝜕𝜕𝑥𝑥𝑤𝑤𝜕𝜕𝜎𝜎

(0, 0), it follows that 

𝑎𝑎 = 2𝑣𝑣1𝑤𝑤1𝑤𝑤4
𝜕𝜕2𝑓𝑓1

𝜕𝜕𝑥𝑥1𝜕𝜕𝑥𝑥4
(0, 0) + 2𝑣𝑣2𝑤𝑤2𝑤𝑤4

𝜕𝜕2𝑓𝑓2

𝜕𝜕𝑥𝑥2𝜕𝜕𝑥𝑥4
(0, 0) + 2𝑣𝑣3𝑤𝑤1𝑤𝑤4

𝜕𝜕2𝑓𝑓3

𝜕𝜕𝑥𝑥1𝜕𝜕𝑥𝑥4
(0, 0)

+ 2𝑣𝑣3𝑤𝑤2𝑤𝑤4
𝜕𝜕2𝑓𝑓3

𝜕𝜕𝑥𝑥2𝜕𝜕𝑥𝑥4
(0, 0) 

 
𝑎𝑎 = 2𝑣𝑣3𝑤𝑤4(𝑤𝑤1 + 𝑤𝑤2) 

𝑎𝑎 = 2𝑣𝑣3 �
𝜑𝜑
𝐵𝐵
𝑤𝑤3� ��

𝜌𝜌𝜋𝜋𝜑𝜑𝐶𝐶 + 𝜌𝜌𝛿𝛿𝛾𝛾𝜑𝜑 − 𝜑𝜑𝑦𝑦1𝐶𝐶𝐷𝐷
𝐵𝐵𝐶𝐶𝐶𝐶1𝐷𝐷

𝑤𝑤3� (𝜎𝜎𝜎𝜎)

+ �
𝜑𝜑𝜉𝜉[𝜌𝜌𝜋𝜋𝐶𝐶 + 𝜌𝜌𝛿𝛿𝛾𝛾 − 𝑦𝑦1𝐶𝐶𝐷𝐷] − 𝜑𝜑𝑦𝑦2𝐶𝐶𝐶𝐶1𝐷𝐷

𝐵𝐵𝐶𝐶𝐶𝐶1𝐷𝐷
𝑤𝑤3� (𝜓𝜓𝜎𝜎)� 

𝑎𝑎 =
2𝑣𝑣3𝜑𝜑𝜎𝜎
𝐵𝐵

�𝜎𝜎 �
𝜌𝜌𝜋𝜋𝜑𝜑𝐶𝐶 + 𝜌𝜌𝛿𝛿𝛾𝛾𝜑𝜑 − 𝜑𝜑𝑦𝑦1𝐶𝐶𝐷𝐷

𝐵𝐵𝐶𝐶𝐶𝐶1𝐷𝐷
� + 𝜓𝜓�

𝜑𝜑𝜉𝜉[𝜌𝜌𝜋𝜋𝐶𝐶 + 𝜌𝜌𝛿𝛿𝛾𝛾 − 𝑦𝑦1𝐶𝐶𝐷𝐷]− 𝜑𝜑𝑦𝑦2𝐶𝐶𝐶𝐶1𝐷𝐷
𝐵𝐵𝐶𝐶𝐶𝐶1𝐷𝐷

��𝑤𝑤3
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=
2𝑣𝑣3𝜑𝜑𝜎𝜎
𝐵𝐵 ��

(𝜌𝜌𝜋𝜋𝜑𝜑𝐶𝐶 + 𝜌𝜌𝛿𝛿𝛾𝛾𝜑𝜑)(𝜎𝜎 + 𝜉𝜉𝜓𝜓)
𝐵𝐵𝐶𝐶𝐶𝐶1𝐷𝐷

� − �
𝜑𝜑𝐶𝐶𝐷𝐷 �𝜎𝜎𝜎𝜎𝜃𝜃

𝜉𝜉+𝜇𝜇
� (𝜎𝜎 + 𝜉𝜉𝜓𝜓) + 𝜓𝜓𝜑𝜑𝐶𝐶𝐶𝐶1𝐷𝐷

𝜓𝜓𝜎𝜎𝜉𝜉𝜃𝜃
𝜇𝜇(𝜉𝜉+𝜇𝜇)

𝐵𝐵𝐶𝐶𝐶𝐶1𝐷𝐷
��𝑤𝑤3

2 

=
2𝑣𝑣3𝜑𝜑𝜎𝜎
𝐵𝐵 ��

(𝜌𝜌𝜋𝜋𝜑𝜑𝐶𝐶 + 𝜌𝜌𝛿𝛿𝛾𝛾𝜑𝜑)(𝜎𝜎 + 𝜉𝜉𝜓𝜓)
𝐵𝐵𝐶𝐶𝐶𝐶1𝐷𝐷

� − �
𝜑𝜑𝜎𝜎𝜃𝜃𝐶𝐶𝐷𝐷 � 𝜎𝜎2

𝜉𝜉+𝜇𝜇
+ 𝜉𝜉𝜎𝜎𝜓𝜓  

𝜉𝜉+𝜇𝜇
+ 𝜓𝜓2𝜉𝜉

𝜇𝜇
�

𝐵𝐵𝐶𝐶1
��𝑤𝑤3

2 

=
2𝑣𝑣3𝜑𝜑𝜎𝜎
𝐵𝐵 ��

(𝜌𝜌𝜋𝜋𝜑𝜑𝐶𝐶 + 𝜌𝜌𝛿𝛿𝛾𝛾𝜑𝜑)(𝜎𝜎 + 𝜉𝜉𝜓𝜓)
𝐵𝐵𝐶𝐶𝐶𝐶1𝐷𝐷

� − �
𝜑𝜑𝜎𝜎𝜃𝜃 �𝜇𝜇𝜎𝜎

2+𝜇𝜇𝜉𝜉𝜎𝜎𝜓𝜓+𝜓𝜓2𝜉𝜉2+𝜓𝜓2𝜇𝜇𝜉𝜉
𝜇𝜇(𝜉𝜉+𝜇𝜇) �

𝐵𝐵𝐶𝐶1
��𝑤𝑤3

2 

=
2𝑣𝑣3𝜑𝜑𝜎𝜎
𝐵𝐵

��
(𝜌𝜌𝜋𝜋𝜑𝜑𝐶𝐶 + 𝜌𝜌𝛿𝛿𝛾𝛾𝜑𝜑)(𝜎𝜎 + 𝜉𝜉𝜓𝜓)

𝐵𝐵𝐶𝐶𝐶𝐶1𝐷𝐷
� − �

𝜑𝜑𝜎𝜎𝜃𝜃𝜉𝜉𝜓𝜓(𝜇𝜇𝜎𝜎 + 𝜉𝜉𝜓𝜓)
𝜇𝜇(𝜉𝜉 + 𝜇𝜇)𝐵𝐵𝐶𝐶1

+
𝜑𝜑𝜎𝜎𝜃𝜃𝜇𝜇(𝜎𝜎2 + 𝜓𝜓2𝜉𝜉)
𝜇𝜇(𝜉𝜉 + 𝜇𝜇)𝐵𝐵𝐶𝐶1
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Similarly, 

𝑏𝑏 = 2𝑣𝑣1𝑤𝑤4
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𝑤𝑤3 > 0 

Observe that the coefficient 𝑏𝑏 is always greater than zero, so that, according to theorem 2, it is the sum of 
the coefficient 𝑎𝑎 which decides the local dynamics around the virus attack free equilibrium for 𝜎𝜎 = 𝜎𝜎∗. 
Base on theorem 2, model system (2) will undergo bifurcation. 
 
Numerical Simulation 
Here, a control model is proposed for virus propagation based on the smartphone network using 
vaccination and quarantine. Several numerical simulations were performed with Runge Kutta (RK4) in 
MATLAB R2019a (9.6.0.1072779) to illustrate the dynamics of virus in smartphone network. 
 
In figure 2, we numerically simulated the basic reproduction to show that as the control parameter 𝜉𝜉 
which is denoted by a4, the virus attack will be eradicated from the network. This implies that vaccination 
influences how much the virus attack can spread in the smartphones. 
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Figure 2: Simulation of the Basic Reproduction Number. 

 
 
Figure 3: Simulation of the dynamic behavior of model system (2), generated in Matlab with 
parameter values θ = 100, 𝜎𝜎 = 0.085,𝜇𝜇 = 0.000057,𝛼𝛼 =  𝛼𝛼1 = 0.001,𝛿𝛿 = 0.017, 𝜉𝜉 = 0.65,𝜑𝜑 =
0.45,𝜋𝜋 = 0.83 𝛾𝛾 = 0.038,𝜓𝜓 = 0.75,𝜎𝜎 = 0.8,𝜌𝜌 = 0.00069. 
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Figure 4: Simulation of the dynamic behavior of model system (2), generated in Matlab with 
parameter values θ = 100, 𝜎𝜎 = 0.085,𝜇𝜇 = 0.000057,𝛼𝛼 =  𝛼𝛼1 = 0.001,𝛿𝛿 = 0.017, 𝜉𝜉 = 0.65,𝜑𝜑 =
0.45,𝜋𝜋 = 0.83 𝛾𝛾 = 0.038,𝜓𝜓 = 0.75,𝜎𝜎 = 0.8,𝜌𝜌 = 0.00069. 

 

 
  
Figure 5: Simulation of the dynamic behavior of model system (2), generated in Matlab with 
parameter values θ = 100, 𝜎𝜎 = 0.085,𝜇𝜇 = 0.057,𝛼𝛼 =  𝛼𝛼1 = 0.1,𝛿𝛿 = 0.17, 𝜉𝜉 = 0.65,𝜑𝜑 = 0.45,𝜋𝜋 =
0.83 𝛾𝛾 = 0.00038,𝜓𝜓 = 0.0075,𝜎𝜎 = 0.0008,𝜌𝜌 = 0.069. 
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Figure 6: Simulation of the dynamic behavior of model system (2), generated in Matlab with 
parameter values θ = 100, 𝜎𝜎 = 0.085,𝜇𝜇 = 0.057,𝛼𝛼 =  𝛼𝛼1 = 0.1,𝛿𝛿 = 0.17, 𝜉𝜉 = 0.65,𝜑𝜑 = 0.45,𝜋𝜋 =
0.83 𝛾𝛾 = 0.00038,𝜓𝜓 = 0.0075,𝜎𝜎 = 0.0008,𝜌𝜌 = 0.069. 

 

 
 
Figure 7: Simulation of the dynamic behavior of model system (2), generated in Matlab with 
parameter values θ = 100, 𝜎𝜎 = 0.085,𝜇𝜇 = 0.057,𝛼𝛼 =  𝛼𝛼1 = 0.1,𝛿𝛿 = 0.017, 𝜉𝜉 = 0.65,𝜑𝜑 = 0.45,𝜋𝜋 =
0.083 𝛾𝛾 = 0.0038,𝜓𝜓 = 0.0075,𝜎𝜎 = 0.0008,𝜌𝜌 = 0.069. 
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Figure 8: Simulation of the dynamic behavior of model system (2), generated in Matlab with 
parameter values θ = 100, 𝜎𝜎 = 0.085,𝜇𝜇 = 0.057,𝛼𝛼 =  𝛼𝛼1 = 0.1,𝛿𝛿 = 0.017, 𝜉𝜉 = 0.65,𝜑𝜑 = 0.45,𝜋𝜋 =
0.083 𝛾𝛾 = 0.0038,𝜓𝜓 = 0.0075,𝜎𝜎 = 0.0008,𝜌𝜌 = 0.069. 

 

 
Figure 9: Simulation of the dynamic behavior of model system (2), generated in Matlab with 
parameter values θ = 100, 𝜎𝜎 = 0.085,𝜇𝜇 = 0.057,𝛼𝛼 =  𝛼𝛼1 = 0.1,𝛿𝛿 = 0.17, 𝜉𝜉 = 0.65,𝜑𝜑 = 0.45,𝜋𝜋 =
0.83 𝛾𝛾 = 0.00038,𝜓𝜓 = 0.0075,𝜎𝜎 = 0.0008,𝜌𝜌 = 0.069. 
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Figure 10: Simulation of the dynamic behavior of model system (2), generated in Matlab with 
parameter values θ = 100, 𝜎𝜎 = 0.085,𝜇𝜇 = 0.057,𝛼𝛼 =  𝛼𝛼1 = 0.1,𝛿𝛿 = 0.17, 𝜉𝜉 = 0.65,𝜑𝜑 = 0.45,𝜋𝜋 =
0.83 𝛾𝛾 = 0.00038,𝜓𝜓 = 0.0075,𝜎𝜎 = 0.0008,𝜌𝜌 = 0.069. 

Figure 3(a-f) and figure 4 shows the trajectory of model system (2) when there is no control and we 
observe that if the value of the parameters  𝜎𝜎 𝑎𝑎𝑎𝑎𝑑𝑑 𝜓𝜓 are increased, there will be a corresponding rise in 
the number of exposed and infected smartphones thereby causing the virus to continuously exist in the 
population. Figure 5(a-f) and figure 6, shows the trajectories of the model system (2) with effective 
control. We observed that when control is effective, (i.e., increasing the value of the parameters, 
𝜉𝜉,𝜋𝜋 𝑎𝑎𝑎𝑎𝑑𝑑 𝛿𝛿), the number of vaccinated smartphones will subsequently rise causing the exposed and 
infected compartments to decrease to a minimal level. Figure 7(a-f) and figure 8 indicated that the control 
is not effective to eradicate the virus attack from the population. It is seen that the susceptible, vaccinated, 
exposed, infected, quarantined and recovered smartphones after oscillating for some time became 
constant which implies that the virus attack cannot be totally eradicated from the smartphone population 
if the control is effective. The performance of the vaccination rate to the propagation of vulnerability of 
smartphone to virus is shown in figure 9. It will be observed that the vaccination rate can affect the 
propagation of virus in smartphones. Certainly, the more vaccination rate 𝜉𝜉 is, the lesser the smartphones 
are vulnerable to virus and it will subsequently be controlled from the smartphone population. This is 
because figure 10 depicted the recovery of the infected smartphones through treatment. In other words, to 
assure normal applications of smartphones and also suppress the propagation of smartphone virus attack, 
we should increase vaccination rate 𝜉𝜉.   
 
Discussion 
A realistic deterministic system of nonlinear ordinary differential equation based compartmental model 
for transmission of viruses in smartphone has been proposed and analyzed. The main theoretical results 
obtained are as follows: 

1. We are able to compute the basic reproduction number for smartphone virus attack, 𝑅𝑅0; 
2. The model has a globally asymptotically stable virus free equilibrium whenever a certain 

epidemiological threshold (𝑅𝑅0) is less than unity and unstable if this threshold exceeds unity; 
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3. The model has a unique endemic equilibrium whenever the basic reproduction number(𝑅𝑅0) 
exceeds unity. This endemic equilibrium is locally asymptomatically stable at least near 𝑅𝑅0 = 1 
whenever it exists; 

The simulation results provided many interesting insights into the effect of the dynamics of 
smartphone virus. 

i. The smartphone virus model has a VFE which is GAS. 
ii. The smartphone VFE is stable when 𝑅𝑅0 < 1. However, the numerical results suggest that to 

reduce or control the impact of the virus propagation, increasing vaccination (that is, 
providing temporary immunity to smartphones and constantly updating it) can be an effective 
option. Such reductions would not be easy due to the waning vaccine-induced immunity. 
More so, significant reductions may be obtained through quarantine and subsequently treating 
both the quarantined and the infected that were not successfully quarantined. That is the only 
necessary option one’s the smartphone losses it’s temporary immunity and were infected. 

Conclusion 

Epidemiology of smart phone virus is different from the model of computer malware because of the 
mobility of smart phone. We made use of deterministic system of non-linear differential equations to 
formulate the model for the transmission dynamics of virus attack in smart phone. 

We considered the vaccination of susceptible and quarantine of infected smart phones. Through the 
analysis of this model, we can conclude that these measures, that is, proper vaccination and 
quarantine can effectively control the spread of smart phone virus.   
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