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Abstract: This paper explores the issue of early marriage in Bangladesh. Early marriage is 

nothing new in Bangladesh; it is deeply embebed in the improvised and traditional cultural 

settings. The main objective of this study was to identify on factors contributing to early 

marriage in Bangladesh based on national surveys of Bangladesh Demographic and Health 

survey (BDHS) 2014 that are associated with early marriage. The study used secondary data 

from Bangladesh Demographic and Health Survey (BDHS) 2014. Logistic regression analysis 

was applied to find out the most significant factors of early marriage in Bangladesh. It was found 

thatrespondents education level, division, religion, husband/partner’s education level, respondent 

work status level most significant factors on early marriage in Bangladesh.  

Keywords: Early marriage, Odds ratio, Affecting factors, Logistic regression analysis, Bangladesh. 

 

INTRODUCTION 

Marriage is an important universal social institution for the person and society at large. For the 

person, it is a significant and memorable event in one’s life cycle as well as the most important 

base in the family formation process. In addition, marriage marks the begging to an end of the 
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changeover to adulthood as the person separates from the parental home, even if generations 

continue to the socially and economically interdependent through the extended family.  

The definition of marriage varies according to different cultures but in general, marriage is a 

socially or ritually accepted union or legal contract between an adult man and an adult woman 

that establishes rights and responsibility between them. In many different countries and parts of 

the world, young women’s marriage before the age of 18 is a reality to be lived. 

According to UNICEF, early marriage is a marriage contracted before the age of 18, and this is 

common among young girls.According to Child Marriage Restraint Act (1929), the legal 

marriage age for a girl is 18 years and for a boy is 21 years in Bangladesh. The punishments for 

early marriage of women according to this act are imprisonment for one month or a fine up to 

taka 1000 or both. 

All over the world, marriage is considered as a moment of celebration and a milestone in adult 

life. Unfortunately, the practice of early marriage gives no such reason for celebration. All too 

often, the infliction of a marriage partner upon a child means that a girl childhood is cut short 

and their essential rights are compromised. 

This paper attempts to clear up the issue by analyzing the affecting factors of early marriage for 

women in Bangladesh, an area with one of the highest rates of early marriage worldwide. 

 
Objectives of the study 

The overall objectives of this study are as bellow: 

i)  To investigate the age at first marriage in teenage women in Bangladesh. 

ii) To find out the affecting factors that affects the early marriage in Bangladesh. 

Coverage of the sample  

The data are extracted from the 2014 Bangladesh and Health Survey (BDHS), according to the 

study 1172 respondents have been considered out of 43,772 respondents. 

 

METHODOLOGY 

Logistic regression analysis 
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Logistic regression is used to model the binary relationship between a binary response variable 

and one or more predictor variables, which may be either discrete or continuous. A variety of 

multivariate techniques can be used to predict a binary dependent variable from a set 

independent variables. We can make age at marriage a binary variable by considering women 

married before a certain age as early married and married after that age as late married. Two 

important multivariate techniques are multiple regressions and discriminate analysis. Sometimes 

it is difficult to apply these techniques when the dependent variables are categorized 

(dichotomous and polygamous). In this case the assumption necessary for hypothesis testing in 

regression analysis is violated. For instance, the distribution of errors cannot be assumed as 

normal. In addition, predicted values obtained from multiple regression analysis cannot be used 

as probability as they are not contained to fall in the interval between 0 and 1. Linear 

discriminate analysis is, on the other hand, based on the assumption that the independent 

variables are normally distributed with equal variances. In such situation the multivariate 

technique called Cox’s (1970) linear logistic regression model is most appropriate, since it does 

not require any distributional assumption. Cox (1958) is the pioneer of logistic regression model. 

It can be used to identify risk factors as well as predict the probability of ‘success’ (Pi) to 

‘failure’ (1-Pi) and relating it to the independent variables, the logistic parameter can easily be 

interpreted in terms of odds and odds ratio, relative odds can be estimated for the categories of 

each independent categorical variables or combination of such variables. 

Linear logistic regression model  

Let us suppose that there are ‘n’ individual to whom an event occurred. These are termed as the 

successes and the ‘failures’.Let, 

               Yi=1, if  ith individual is success And 

               Yi=0, if  ith individual is a failure,     for i=1, 2, … , n 

Let us suppose again that for each of the ‘n’ individuals, ‘p’ independent variables xi1, xi2, xi3, 

…,xipwere measured. These variables can both be qualitative or quantitative. Our aim is to relate 

the set of independent variables to the dichotomous dependent variable. 
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In the linear logistic regression model the dependency of probability of success on independent 

variables is assumed to be  

π (xi) = p (yi= 1\x) = )..........22110exp(1

)..........22110exp(

ipxpixix
ipxpixix
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and the probability of failure is  

1 - π (xi) = p (yi= 0\x)  

                                     = )..........22110exp(1

)..........22110exp(
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A transformation of π (xi) that will be the central part to the study of logistic regression model is 

the logit transformation. The transformation is defined in terms of π (xi), is as follows: 

𝜆𝜆𝑖𝑖  = g (xi) = logit π (xi) = ln [ )(1
)(

i

i

x
x
π

π
− ] 

                                                  = β0 + β1Xi1 + β2Xi2 + ………. + βpXip 

 

The importance of logit transformation is that g (xi) has many of the desirable properties of a 

linear regression model. The logit g (xi) is linear in its parameter, may be continuous and may 

range from − ∞ to + ∞, depending on the range of X.  

Estimation Technique 

The most common method used to estimate unknown parameters in linear regression is least 

squares. Under usual assumptions, least squares estimators have some desirable properties. But 

when least squares method is applied to estimate a model with dichotomous outcome the 

estimators no longer have these same properties. In such situations, the general method for 

estimating the parameters of logistic regression models is the method of maximum likelihood. 
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In regression, the likelihood equation is non-linear and explicit function of unknown parameters. 

Therefore, we use a very effective and well-known iterative method, Newton-Raphson method. 

Cox and Hinkley (1974), Kalbfleisch and Prentice (1980) and Lawless (1981) have given a detail 

of this method. 

Now, let us consider a single regression model as 

𝑌𝑌𝑖𝑖 = βo + β1Xi+𝜀𝜀𝑖𝑖 ; (i=1, 2,…………., n) ⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯ (i) 

Where,𝑌𝑌𝑖𝑖  is a dichotomous variable, it takes two values 0 and 1. 

So,𝑌𝑌𝑖𝑖  is a Bernoulli random variable. So the p.d.f of 𝑌𝑌𝑖𝑖  is given by 

𝑓𝑓𝑖𝑖(𝑌𝑌𝑖𝑖) = 𝑝𝑝𝑖𝑖
𝑌𝑌𝑖𝑖�1 − 𝑝𝑝𝑖𝑖�

1−𝑌𝑌𝑖𝑖 ;(𝑌𝑌𝑖𝑖= 0 or 1)    ⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯ (ii) 

                                                                   i= 1, 2,………, n 

Where, 𝑝𝑝𝑖𝑖  is a probability that define as 

𝑝𝑝𝑖𝑖=
𝑒𝑒βo +β1X i

1+𝑒𝑒βo +β1X i
 

. .̇
𝑝𝑝𝑖𝑖

1−𝑝𝑝𝑖𝑖
=𝑒𝑒βo +β1Xi ⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯ (iii) 

Implies that,    𝑙𝑙𝑙𝑙𝑙𝑙𝑒𝑒 �
𝑝𝑝𝑖𝑖

1−𝑝𝑝𝑖𝑖
� = 𝑙𝑙𝑙𝑙𝑙𝑙𝑒𝑒�𝑒𝑒βo +β1Xi� 

Since those are assumed to be independent, the joint probability density function is 

g�𝑌𝑌1,𝑌𝑌2,…………..𝑌𝑌𝑛𝑛� = ∏ 𝑓𝑓𝑖𝑖(𝑛𝑛
𝑖𝑖=1 𝑌𝑌𝑖𝑖) 

= ∏ 𝑝𝑝𝑖𝑖
𝑌𝑌𝑖𝑖𝑛𝑛

𝑖𝑖=1 �1 − 𝑝𝑝𝑖𝑖�
1−𝑌𝑌𝑖𝑖 ⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯(iv) 

Since the algorithm is a monotonic function, so, taking logarithm on (iv),we get 

log𝑒𝑒[ g�𝑌𝑌1,𝑌𝑌2,…………..𝑌𝑌𝑛𝑛�] = �log𝑒𝑒 ∏ 𝑝𝑝𝑖𝑖
𝑌𝑌𝑖𝑖𝑛𝑛

𝑖𝑖=1 �1 − 𝑝𝑝𝑖𝑖�
1−𝑌𝑌𝑖𝑖� 

 =∑ �𝑌𝑌𝑖𝑖 loge 𝑝𝑝𝑖𝑖 + (1 − 𝑌𝑌𝑖𝑖) log𝑒𝑒�1 − 𝑝𝑝𝑖𝑖��
𝑛𝑛
𝑖𝑖=1  
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log𝑒𝑒[ g�𝑌𝑌1,𝑌𝑌2,…………..𝑌𝑌𝑛𝑛�] = ∑ �𝑌𝑌𝑖𝑖�loge 𝑝𝑝𝑖𝑖 − log𝑒𝑒�1 − 𝑝𝑝𝑖𝑖�� + log𝑒𝑒�1 − 𝑝𝑝𝑖𝑖��
𝑛𝑛
𝑖𝑖=1  

 =∑ �𝑌𝑌𝑖𝑖 log � 𝑝𝑝𝑖𝑖
1−𝑝𝑝𝑖𝑖

�+ log�1 − 𝑝𝑝𝑖𝑖��
𝑛𝑛
𝑖𝑖=1  

 =∑ �𝑌𝑌𝑖𝑖�βo + β1Xi� + log � 1

1+e�βo+β1Xi�
��𝑛𝑛

𝑖𝑖=1  

𝐼𝐼𝑖𝑖(say) = ∑ �𝑌𝑌𝑖𝑖�βo + β1Xi� − log �1 + e�βo+β1Xi���𝑛𝑛
𝑖𝑖=1 = 

=∑ 𝑌𝑌𝑖𝑖𝑛𝑛
𝑖𝑖=1 (βo + β1Xi) − ∑ log�1 + e(βo +β1Xi )�n

i=1  ⋯⋯⋯⋯⋯⋯⋯⋯ (v) 

Now, differentiating eq.(v) with respect to βo  and β1 respectively, 

𝛿𝛿𝐼𝐼𝑖𝑖
𝛿𝛿βo

= ∑ 𝑌𝑌𝑖𝑖 − ∑ � 𝑒𝑒βo +β1X i

1+𝑒𝑒βo +β1X i
�n

i=1
𝑛𝑛
𝑖𝑖=1  

               Or,
𝛿𝛿𝐼𝐼𝑖𝑖
𝛿𝛿βo

 = ∑ 𝑌𝑌𝑖𝑖𝑛𝑛
𝑖𝑖=1 -∑ 𝑝𝑝𝑖𝑖𝑛𝑛

𝑖𝑖=1  

And       𝛿𝛿𝐼𝐼𝑖𝑖
𝛿𝛿β1

 = ∑ 𝑋𝑋𝑖𝑖𝑛𝑛
𝑖𝑖=1 𝑌𝑌𝑖𝑖 − ∑ �𝑋𝑋𝑖𝑖𝑒𝑒

βo +β1X i

1+𝑒𝑒βo +β1X i
�n

i=1  

             Or, 𝛿𝛿𝐼𝐼𝑖𝑖
𝛿𝛿β1

 = ∑ 𝑋𝑋𝑖𝑖𝑛𝑛
𝑖𝑖=1 𝑌𝑌𝑖𝑖-∑ 𝑝𝑝𝑖𝑖

𝑛𝑛
𝑖𝑖=1  

And      

𝛿𝛿𝐼𝐼𝑖𝑖
𝛿𝛿β

 = �

𝛿𝛿𝐼𝐼𝑖𝑖
𝛿𝛿βo
𝛿𝛿𝐼𝐼𝑖𝑖
𝛿𝛿β1

� =  �
∑ 𝑌𝑌𝑖𝑖𝑛𝑛
𝑖𝑖=1 − ∑ 𝑝𝑝𝑖𝑖𝑛𝑛

𝑖𝑖=1
∑ 𝑋𝑋𝑖𝑖𝑛𝑛
𝑖𝑖=1 𝑌𝑌𝑖𝑖 − ∑ 𝑝𝑝𝑖𝑖𝑛𝑛

𝑖𝑖=1
� 

 = 𝑋𝑋𝑇𝑇Y-𝑋𝑋𝑇𝑇p 

 =𝑋𝑋𝑇𝑇(Y-p) ⋯⋯⋯⋯⋯⋯ (vi) 

Where, 
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X = 

⎝

⎜⎜
⎛

X

X
X

n1

1
1

2

1



⎠

⎟⎟
⎞

,  Y = 

⎝

⎜⎜
⎛

Y

Y
Y

n


2

1

⎠

⎟⎟
⎞

 ,   p = 

⎝

⎜
⎜
⎛

p

p
p

n


2

1

⎠

⎟
⎟
⎞

 

Now, we put 𝛿𝛿𝐼𝐼𝑖𝑖
𝛿𝛿β

 = 0, then we get 

𝑋𝑋𝑇𝑇(Y-p) = 0 ⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯ (vii) 

         Or, 𝑋𝑋𝑇𝑇𝑌𝑌=𝑋𝑋𝑇𝑇p  

            Or, 𝑌𝑌�  = �̂�𝑝 

The solution to equation (vii) will satisfy 

𝑋𝑋𝑇𝑇(Y-�̂�𝑝) = 0 ⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯ (viii) 

Equation (viii) is generally solved by using Newton-Raphson method. This entails first 

determining, 

𝛿𝛿
𝛿𝛿β

(𝑋𝑋𝑇𝑇𝑌𝑌 − 𝑋𝑋𝑇𝑇p) = 𝛿𝛿
𝛿𝛿β

{𝑋𝑋𝑇𝑇(Y − 𝑝𝑝)} = − 𝛿𝛿
𝛿𝛿β
𝑋𝑋𝑇𝑇𝑝𝑝 = − � 𝛿𝛿

𝛿𝛿β
𝑝𝑝� 𝑋𝑋 

But we have, 

𝑝𝑝𝑖𝑖=
𝑒𝑒βo +β1X i

1+𝑒𝑒βo +β1X i
 

𝛿𝛿𝑝𝑝𝑖𝑖
𝛿𝛿βo

 = 
�1+e�βo +β1X i��e�βo +β1X i�−e�βo +β1X i�e�βo +β1X i�

�1+e�βo +β1X i��
2  

                       = 
e�βo +β1X i�

�1+e�βo +β1X i��
× 1

𝑒𝑒βo +β1X i
 

 =  𝑝𝑝𝑖𝑖(1 − 𝑝𝑝𝑖𝑖)     

. .̇
𝛿𝛿𝑝𝑝𝑖𝑖
𝛿𝛿β1

 = �𝑋𝑋𝑖𝑖𝑒𝑒βo +β1X i �

�1+e�βo +β1X i��
2 
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                   =𝑋𝑋𝑖𝑖𝑝𝑝𝑖𝑖(1 − 𝑝𝑝𝑖𝑖)     

. .̇ 𝛿𝛿𝑝𝑝
𝛿𝛿β

 = 𝑋𝑋𝑇𝑇W 

Where, W= diag  And𝑋𝑋𝑇𝑇  = �
XXX n



21

111
� 

 
𝛿𝛿𝑝𝑝
𝛿𝛿β

 =𝑋𝑋𝑇𝑇WX 

Iteratively estimates of 𝛽𝛽 are then obtained as 

�̂�𝛽 = (𝑋𝑋𝑇𝑇WX)−1(𝑋𝑋𝑇𝑇WX)⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯ (ix) 

With Z playing the role of Y in this iteratively reweighted least squares approach. 

Specifically, 

 𝑍𝑍𝑖𝑖  = �̂�𝜂 + 𝑌𝑌𝑖𝑖+𝑝𝑝𝑖𝑖�
𝑝𝑝𝑖𝑖� (1−𝑝𝑝𝑖𝑖)�

 

With 𝜂𝜂𝑖𝑖= log𝑒𝑒 �
𝑝𝑝𝑖𝑖

1−𝑝𝑝𝑖𝑖
�. Notice that 𝜂𝜂𝑖𝑖�  plays an important role of 𝑌𝑌𝑖𝑖  and 

𝑌𝑌𝑖𝑖+𝑝𝑝𝑖𝑖�
𝑝𝑝𝑖𝑖� (1−𝑝𝑝𝑖𝑖)�

 is the residual 

corresponding to   𝑌𝑌𝑖𝑖  divided by the estimated variance of 𝑌𝑌𝑖𝑖 . 

If we wish to write equation (ix) 

In an equivalent form that shows the updating of  �̂�𝛽, we may write Z as: 

               Z = �̂�𝛽(𝑖𝑖) + 𝑊𝑊−1𝖊𝖊 

    With e = Y−𝑝𝑝𝑖𝑖� , we then obtain 

�̂�𝛽(𝑖𝑖+1)  =(𝑋𝑋𝑇𝑇WX)−1𝑋𝑋𝑇𝑇W(𝑋𝑋�̂�𝛽(𝑖𝑖) + 𝑊𝑊−1) 

 = �̂�𝛽(𝑖𝑖) + (𝑋𝑋𝑇𝑇WX)−1𝑋𝑋𝑇𝑇𝔢𝔢⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯ (x) 

The updating formula given by equation (x) is used until the estimates converge. 
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The first step is to obtain the initial estimates;𝛽𝛽(0).Various approaches are used to obtain these. 

As originally derived by Lachebrunch (1975) and displayed by Hosmer and Lemeshow (1989), 

the initial estimates obtained using the discriminant function are given by 

�̂�𝛽(0) = �
�̂�𝛽0

(0)

�̂�𝛽1
(0)� = �

log𝑒𝑒 �
𝜣𝜣�1
𝜣𝜣�0
� −0.5(�̂�𝜇1

2 − �̂�𝜇0
2) + 𝜎𝜎�2

𝜇𝜇�1
2−𝜇𝜇�0

2

𝜎𝜎�2

� 

Here, µ�0=𝑋𝑋�0 and,  µ�1=𝑋𝑋�1, where 𝑋𝑋�0and 𝑋𝑋�1 are the average of the n-values when Y=0 and Y=1 

respectively. And𝜣𝜣�1 = 𝑌𝑌� and 𝜣𝜣�0=1−𝜣𝜣�1 

 

                        And𝜎𝜎�2= (𝑛𝑛0−1)𝑠𝑠0
2+(𝑛𝑛1−1)𝑠𝑠1

2

𝑛𝑛0+𝑛𝑛1−2
 

Where 𝑠𝑠0
2 𝑎𝑎𝑛𝑛𝑎𝑎 𝑠𝑠1

2 are the usual sample variances computed using Y=0 and Y=1 respectively, and 

𝑛𝑛0   and 𝑛𝑛1 are the corresponding sample sizes. 

 

RESULTS  

The result of logistic regression analysis is shown in Table 1. 

Table 1:Results of Logistic Regression Analysis for Early Marriage patterns 

Variables Coefficient 

B S.E. Wald Sig. 

Odds 

Ratio 

95.0% C.I. for  

EXP(B) 

 Lower Upper 

Educational level    31.903 .000    

no Education (1) -1.734 .507 11.686 .001 .177 .065 .477 

incomplete primary (2) -1.598 .373 18.366 .000 .202 .097 .420 

complete primary (3) -1.446 .334 18.735 .000 .236 .122 .453 

incomplete secondary (4) -1.137 .218 27.149 .000 .321 .209 .492 

higher        
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Religion    6.284 .043    

Islam (1) -.250 1.275 .038 .845 .779 .064 9.484 

Hinduism (2) .409 1.295 .100 .752 1.505 .119 19.033 

Buddhism        

Husband/partner’s 

Education level  

  
10.291 .016 

   

no education (1) -.716 .359 3.976 .046 .489 .242 .988 

primary (2) -.238 .306 .605 .437 .788 .433 1.435 

secondary (3) .080 .283 .080 .777 1.083 .622 1.888 

higher and don’t know        

Respondent Work status  

No 

Yes 

 

-.464 

 

.206 

 

5.075 

 

.024 

 

.629 

 

.420 

 

.941 

Division     29.746 .000    

Barisal (1) -.765 .282 7.334 .007 .465 .268 .810 

Chittagong (2) -.188 .247 .577 .447 .829 .511 1.345 

Dhaka (3) -.470 .255 3.394 .065 .625 .379 1.030 

Khulna (4) -.825 .277 8.858 .003 .438 .254 .754 

Rajshahi(5) -1.066 .278 14.686 .000 .344 .200 .594 

Rangpur (6) -1.151 .280 16.941 .000 .316 .183 .547 

Sylhet        

 

DISCUSSIONS  

The result of logistic regression analysis in Table 1 we can say that such variables are 

Educational level and  Division are significant at 1% level of significance, the variables Religion, 

Husband/partner’s Education level,  Respondent Work status are significant 5% level of 

significance. The six column of the Table 1 shows the odds ratio. 

The odds ratio of Educational level, we see that odds ratio for no Education is .177, incomplete 

primary is .202, complete primary is .236, incomplete secondary is .321.These indicate that odds 
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ratio are .177,.202,.236,.321 times higher for those respondents who have no Education, 

incomplete primary, complete primary, incomplete secondary than those higher. 

The odds ratio of Religion, we see that odds ratio for Islam is .779, Hinduism is1.505. These 

indicate that the odds ratio .779 and1.505 times higher for those respondents who areIslam, 

Hinduism than those Buddhism. 

The odds ratio ofHusband/partner’s Education level, we see that odds ratio for no education 

is.489, primary is.788, and secondary is1.083. These indicate that the odds ratio .489,.788, 1.083 

times higher for those respondents who are no education, primary, secondary than those higher 

and don’t know. 

The odds ratio of Respondent Work status, we see that odds ratio for not working is .629.These 

indicate that the odds ratio .629 times higher for those respondents who are not working than 

those working. 

The odds ratio of Division, we see that odds ratio for Barisal 0.465, Chittagong 0.829, Dhaka 

.625, Khulna .438, Rajshahi .344, Rangpur .316. These indicate that the odds ratio .465, .829, 

.625, .438, .344, .319 times higher for those respondents who are Barisal, Chittagong, Dhaka, 

Khulna, Rajshahi, Rangpur than those Sylhet. 

Therefore most important significant variables that influence early marriage are Educational 

level, Division, Religion, Husband/partner’s Education level, Respondent Work status. 

CONCLUSION 

Findings of the study revealed that early marriage strongly influenced by education, socio-

economic status, determined by assets owned.  Marriage is one of the demographic events of 

human life, especially for women in Bangladesh that is determined by socio-demographic factors 

and also by culture. Educational level, Division, Religion, Husband/partner’s Education level, 

Respondent Work status, are most significant factors that influence early marriage. 

Education is also an important factor that makes change human behavior significantly. This 

study also proved that higher educated women have lower risk of early marriage. In context of 

Bangladesh, women education has not significantly increased still today. This study is an attempt 

GSJ: Volume 8, Issue 4, April 2020 
ISSN 2320-9186 138

GSJ© 2020 
www.globalscientificjournal.com



to focus on various factors related to this issue. There is a scope of further improvement on this 

analysis considering many other demographic and economic variables. 
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