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Abstract:  

Accurate temperature forecasting is important and can be used in specific applications such as 

agriculture, weather prediction, energy management and early warning systems in cases of extreme 

cold and hot temperatures. This research focuses on leveraging on the capabilities of deep learning 

to enhance temperature predictions accuracy. Machine learning models for regression were used 

as baseline models to compare with the outcome of the Deep Neural Network. The DNN model 

proposed in this research employs a multi-layer neural network which learns relationships and 

patterns in the historical dataset. The dataset was downloaded from kaggle website and extracted 

data specific to Zambia. The model performance was evaluated using various metric which 

included R-Squared, Mean Absolute percentage error and root mean squared error. The results 

demonstrated that the DNN model moderately outperformed traditional machine learning models 

on the test data. The baseline machine learning models included both linear and ridge regression, 

K-Nearest Neighbor, Random forest.  The findings from the research can be instrumental in 

improving the accuracy of weather forecasting which can in turn help in agriculture planning, 

agriculture adaptation and climate monitoring.  
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1. Introduction 

Atmospheric temperature variation affects a lot of natural systems that eventually impact human 

life. Consistent hydro power generation, solar energy management, Agriculture planning and 

weather monitoring all tap into the knowledge of atmospheric temperature variation throughout 

the year. In recent decades, adverse effects of climate change in general have negatively affected 

a broad spectrum of human activities and sometimes threating its very existence [1]. A lot of 

systems have been designed and implemented to help monitor and predict temperature changes. 
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However, the main constrain has been the accuracy [2] of the systems used to predict the 

temperature variations which use different features as inputs. 

Various machine learning linear regression models have been used to help achieve temperature 

change forecasting. In order to have good results, regression models should heavily depend on a 

lot of data with many features [3]. Overfitting is a common problem that linear regression models 

have [4]. They tend to perform very well on the training data but fails to generalize on the test data 

or unseen data. This creates a poorly performing model that cannot offer accurate prediction. 

Similar studies have been conducted howbeit on water surface temperature which had different 

parameters to consider [1]. Traditional machine learning models like Gradient Boosting Tree, 

linear regression and Random Forest have been studied and used for example in predicting 

temperature and humidity in Kuala, Terengganu state,  Malaysia [5]. GBT, RF and linear 

regression models performed less than deep learning models. Many studies have shown that 

traditional machine learning models give poor performance on nonlinear data like temperature 

variations at compared to multi-layer perceptions MLP [1]. 

1.1 Research Problem 

This study aims at comparing the results of three traditional machine learning models (Linear 

Regression, Ridge Regression, K-Nearest Neighbor, and Random Forest) and a multi-layer deep 

neural network. Since linear models give good results when the number of features is 

comparatively larger than the number of samples in a dataset [4], we used it in this study as a 

baseline algorithm since our dataset had fewer features and more sample data. Again, because 

regression models perform poorly on nonlinear data like the one contained in our dataset, we used 

them here purely as baseline models [1]. To solve these problems highlighted, we decided to use 

feed the two features in our dataset into a Deep Neural Network which performs better on nonlinear 

data. Generally, neural network models perform better than traditional machine learning models 

and so our proposed DNN model is expected to give us better results compared to the baseline 

models. Many research problems available have used neural networks for air temperature 

forecasting but on different geographical target areas from the one explored in this paper. 

1.2 Related Work 

Use of both machine learning and deep learning in temperature prediction has continued to be 

researched on available datasets. In [6, 3], three neural network models from Multi-Layer 

Perceptron (MLP), Long Short-Term Memory (LSTM) network and a combination of a 

Convolution Neural Network (CNN) and LSTM were used to compare their accuracy on the John 

F. Kennedy international airport corpus historical dataset. The combination of LSTM and CNN 

outperformed the other data sets. Although the study showed that the accuracy increased with an 

in increase in the complexity of the neural network, they could not get accurate results for more 

future distant days.  LSTM was experimented in predicting surface water temperature of a 

reservoir. 

Other researchers have also experimented with MLP, LSTM and CNN as independent models 

applying them to high frequency features with daily average, minimum and maximum temperature 

forecasts [7]. Their research also showed that more frequent daily data gives better predictions 

than less frequent data. They also confirmed that CNN model outperformed the other two models. 

In their research they pointed out the need to use loss balancing algorithms for multitasking 

learning to further improve the results in future studies. 
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Several machine learning models which included Lasso regression, Decision Trees, Random forest 

and Convolution Neural Networks with recurrence plots were employed to predict long-term air 

temperature in Paris in the month of August [8]. The CNN+RP approach handed them better results 

as compared to the classical CNN and other traditional machine learning models they used. They 

proposed as future work in which the CNN would be modeled to output more than one target 

(temperature) variable but rather include others like wind information etc. 

A paper has been published in which researchers developed a deep neural network to (DNN) for 

understanding the relationship between air and surface water temperatures [1]. Their main aim was 

to understand the long-term relationship between air temperature and surface water temperature. 

They employed the DNN and transfer learning TL because DNN alone does not perform well on 

unexperienced data (out-of-range training data). The results showed that the DNN with TL 

outperformed classical DNN. 

In a recent study, 12 different regression machine learning methods were used to predict air 

temperature in Seoul city, South Korea [9]. XG Boost and Light Boost where the most performing 

amongst the regression methods used. Among the notable methods are KNN, Lasso and Ridge 

regression, Support Vector regression, Decision Trees among others. They proposed that other 

time series algorism like LSTM and ARIMA could be employed to get even better results. 

Jaharabi et al. also used machine learning and deep learning algorithms to create models for 

temperature predictions in major cities of Bangladesh [10]. Models such LSTM, ARIMA, 

SARIMA, Prophet and RNN were employed to filter out abnormalities, preprocess and predict 

future trend. Amongst the listed time series models, the best performing models was SARIMA. 

The performance did not perform well in Delhi because it was affected by the high levels of 

pollution in the city. They also proposed to use a dataset covering wider span to determine the 

effect of pollution on temperature prediction. 

A variation of temperature prediction is one that involved micro-climate monthly temperature 

forecasting [11]. In their paper, they proposed a dense neural network to predict measurements of 

temperature and humidity corresponding to that of sensors located in the green house. The DNN 

showed a very close correlation between the true values and the predicted value for both 

temperature and humidity. Using a combination of a number of optimal sensors and the proposed 

DNN Architecture, they were able to predict the micro-climate change of the green house. They 

proposed that their work could be extended from monthly data variation to daily data monitoring. 

2. Material and Methods 

2.1 Dataset 

The dataset employed in this study was downloaded from kaggle 

(https://www.kaggle.com/datasets/sevgisarac/temperature-change). The most important 

features of interest that it had were the month, year and a target of temperature change for each 

year. This dataset contains the data for most of the counties and so we had to down size it to our 

geographical location of interest during preprocessing which is Zambia. The data was recorded 

between 1961 and 2020 covering 59 years. The primary programming language that was used is 

python together with its libraries that included Keras, Matplotlib, pandas, numpy and skitlearn. 

Anaconda’s jupytor note book was used as integrated development Environment (IDE).  
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2.2 Regression Techniques 

This study explored five (5) different regression methods which included linear regression, ridge 

regression, KNN, Random Forest and Deep Neural network. Each one of these is explained in the 

following subsections.  

2.2.1 Linear Regression 

Linear models make predictions based on the linear function of the input features using a general 

prediction formula below. 

𝑦̂ = 𝑤(𝑜) ∗ 𝑥(0) + 𝑤(1) ∗ 𝑥(1) + ⋯ 𝑤(𝑝) ∗ 𝑥(𝑝) + 𝑏                                 (1) 

 

For a dataset with a single feature, the equation is reduced to 

𝑦̂ = 𝑤(0) ∗ 𝑥(0) + 𝑏                                                                                               (2) 

 

Here  𝑤(0) is the slope and b is the y-axis offset while 𝑥(𝑜) is the single feature. The formula for 

the linear regression score is given below. The problem that linear regression has is that it has no 

hyper parameters that can be used for regularization. 

The score is given by the formula below. 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦𝑖 − 𝑦̂𝑖)                                                                                       (3)

𝑛

1

 

  

Where: -  

 𝑛 is the number of data points. 

𝑦𝑖 is the actual value of the dependent for the 𝑖 − 𝑡ℎ data point. 

𝑦𝑖 is the predicted value of the dependent variable for the 𝑖 − 𝑡ℎ data point. 

 

2.2.2 Ridge Regression 

Ridge regression is also a linear model but results in magnitudes of coefficients that are as small 

as possible. What this means is that the coefficients will be very close to zero. With ridge 

regression, each feature has as little effect on the outcome as possible. This enables the model to 

be regularized in order to avoid overfitting. 

The formula to measure the score in ridge regression is   

𝐽(𝛽) = 𝑅𝑆𝑆 + 𝛼 ∑ 𝛽𝑗
2                                                                                (4)

𝑃

𝑗=1
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Where  

 𝐽(𝐵) is the objective function 

 RSS is the residual sum of squares, which measures the difference between the observed 

and predicted value. 

 𝐵𝑗 represents the coefficients of the regression model and  

 The last term consisting alpha and sum represents the regularization term 

2.2.3 K-Nearest Neighbor (KNN) 

The most basic form of KNN considers only one closet training data in prediction consideration. 

Instead of taking only one point (neighbor), we can instead take an arbitrary number of neighbors. 

Although KNN was initially developed for classification problems, we can also use it for 

regression problems. In KNN regression, the target variable is predicted by averaging the data 

samples from the nearest neighbors. The equation for KNN regression is defined as below: 

𝑦̂ =
1

𝑘
∑ 𝑦𝑖(𝑥)

𝑘

𝑖=1

                                                                                   (5) 

 

The determining factor for KNN performance is the choice of the number of k-nearest neighbors. 

If the number of k-nn neighbors is too low then the chances of over fitting will be high. Conversely 

if k-nn number is too low, the model will likely result into under fitting. Under fitting results in 

many outliers on the prediction. Hence the number for knn needs be iteratively chosen. 

 

2.2.4 Random Forest 

Random Forest (RF) is a collection of individual decision trees working independent of each but 

in parallel with other trees [9].  RF makes use a bagging technique (and sometimes pasting 

techniques). Despite each tree doing a fair job of predicting, each one of them overfits to a certain 

extent [4]. This overfitting can then be reduced by averaging their results (prediction). Random 

forest ensures each tree has a different result by injecting randomness in each tree. The final 

obtained result is gotten from the average of N tress as shown in equation 6 below [9]. 

 

 

𝑦̂ =
1

𝑛
∑ 𝑓𝑖(𝑥)

𝑛

𝑖=1

                                                                                            (6) 

 

 

2.2.5 Deep Neural Networks (DNN) 
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A Deep Neural Network is a feed forward artificial neural network multi-layer perceptron with 

three basic layers, which are the input, hidden and output layers [9]. The neural network constantly 

updates hyper parameters like weights and bias through back propagation [12]. The first layer or 

the input layer collects data from the features related to the output target. The hidden layer is a 

hierarchy of neurons stack on top of each other. The task of the output layer is to output the target. 

The output layer make use of the activation function with output of the previous layer as the input 

of the next layer as given below [9, 12]. 

𝑦𝑘 = 𝜎(𝑤𝑘𝑦𝑘−1 + 𝑏𝑘)                                                                         (7) 

 

 

The regression calculation of a DNN is given blow.  

𝑦𝑡 = 𝑎0 + ∑ 𝑎𝑗𝑓 (∑ 𝛽𝑖𝑗𝑦𝑡−𝑗 + 𝛽𝑎𝑗

𝑚

𝑖=1

) + 𝜀1                                     (8)

𝑛

𝑗=1

 

 

The generic structure of the DNN is shown in figure 1 below  

 

Figure 1:shows a flow chart of the Deep Neural Network 

 

3.0 Results and Discussion 

3.1 Evaluation Criteria 

The 𝑅2  is the metric that has been used to evaluate the performance of baseline regression models 

which are later compared to the classical DNN model. The 𝑅 2metric is defined as  

𝑅2 = 1 −
∑(𝑦𝑖 − 𝑦̂)2

∑(𝑦𝑖 − 𝑦̅)2
                                                                             (9) 
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K-fold cross validation is a resampling technique used to evaluate ML-based regression methods’ 

performance independently from the dataset. The value k should be chosen carefully as poor choice 

of k may result of high variance or high bias. In this experiment our 𝑘 =  5 or 10 since it has been 

experimentally proven that these numbers do not cause very high variance or bias [9]. 

3.2 Experimental results 

Monthly temperature change was obtained from Kaggle, which is an online platform that enables 

different data scientists to collaborate on different data science projects and challenges. The dataset 

covers the years 1961 to 2020. The data set which contained temperature change from all countries 

was appropriate for this study because it contained data of interest to our research which is Zambia. 

The dataset has two main features relevant to the study and one target namely ‘Area’, ‘Months’, 

‘Year Code’ and ‘Value’ respectively. All data with the country code 251 representing Zambia 

was used to select the three relevant features specific to Zambia. The snippet below shoes the first 

five rows in table one.  

Table 1: Dataset Features and targets 

  

The dataset was later normalized and preprocessed to remove all null values by dropping the rows 

that contained null values. The months column was encoded using the Label Encoder from Sklearn 

library were changed to appropriate number format as shown below. 
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Table 2:Showing the month column label encoded 

 

The scatter plot was produced to show the relationship between the progression of years from 1961 

to 2020 and the temperature change during those year. Figure 1 and figure 2 show the scatter plots 

of temperatures against months and years respectively. 

 

Figure 2: Temperature change plot against month 
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Figure 3: Temperature change against year 

 

3.3 Evaluation Metrics and results 

Before being used on the baseline models, the dataset was divided into 80% training set and 20% 

test set.  The data dataset was later randomly again divided into 60% training set, 20% test set and 

20% validation and used on the Deep Neural Network. The Metrics on the machine learning and 

Deep learning models are summarized in the table below. 

 

Table 3: Model Metrics and Scores 

 Metric %Score 

Linear Regression score 27 

Ridge Regression score 27 

KNN score 19 

Random Forest score 35 

Deep Neural Network loss 47 
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3.4 Discussion and Results 

After data preprocessing was finished, the first baseline model to be used on the data was Linear 

Regression and it gave a prediction of score 33% on the training data and 27% on the test data. 

This was expected as a linear model does not perform very well on non-linear data. The second 

model was a Ridge Regression performed exactly as a Linear Regression model as can be seen in 

table 1. KNN model showed signs of overfitting as there was a big difference between the 

prediction score on the training set data of 65% and that of test set data of 19%. This showed that 

the model was not able to generalize well from the training set data to test set data. The final 

baseline model was Random Forest which also performed very well on training dataset with a 

score of 90% and a score of 36% on test set. This also showed that the model was overfitting and 

will most likely give incorrect results. The deep neural network DNN was constructed with two 

input neurons and a dense of 13 layers of neurons. The prediction performance was 52%. 

4.0 Conclusion 

The study was to show the performance difference between the four baseline machine learning 

models i.e. Linear Regression, Ridge Regression, KNN, Rand forest and the Deep Neural Network. 

We are to considered prediction performance on the unseen data and found that the DNN model 

performed better than all the other baseline models. However, the results were not the best because 

ideally a DNN model does not do well on non-linear data. Other techniques can be used to improve 

these results like transfer learning as proposed by many other scholars. 
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