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Abstract  
 
This study examines the difference in impact of adoption of fertilizer of any kind (organic, inorganic or 
both) with row planting on maize yield growth using 800 sample farm households in three major maize 
growing agro-ecological zones of Ethiopia. Propensity score matching (PSM) technique was employed 
since it is an increasingly utilized standard approach for evaluating impacts using observational data. It is 
found that adoption of fertilizer of any kind (organic, inorganic or both) with row planting doesn't have 
the desired positive and significant impact on maize yield growth in all of the agro-ecological zones 
considered. Therefore, this study recommends that the agricultural research and extension system of the 
country should be strengthened to further take into account the differences among different agro-
ecological zones and areas having high variability in landscape positions, rain fall, soil characteristics and 
farming systems in order to generate and scale-up appropriate improved agricultural technologies and 
information that suits to the specific conditions of each maize producing land pockets of the country. 
 
INTRODUCTION 
 
According to world development report 2008 of The World Bank, in the agriculture-based countries 
which include most of Sub-Saharan Africa like Ethiopia, agriculture is a major source of growth, 
accounting for 32 percent of Gross Domestic Product (GDP) growth on average and most (70 percent) of 
the poor are in rural areas. Agricultural growth has special powers in reducing poverty across all country 
types and cross-country estimates show that GDP growth originating in agriculture is at least twice as 
effective in reducing poverty as GDP growth originating outside agriculture (World Bank, 2007). 
Agriculture is the backbone of the Ethiopian economy and it determines the growth of all other sectors 
and consequently the whole national economy (Welteji, 2018). In many of the agriculture-based countries 
of Sub-Saharan Africa, food remains imperfectly tradable because of high transaction costs and the 
prevalence of staple foods that are only lightly traded, such as roots and tubers and local cereals. So, 
many of these countries must largely feed themselves. Agricultural productivity determines the price of 
food, which in turn determines wage costs and competitiveness of the tradable sectors. Productivity of 
food staples is thus key to growth (World Bank, 2007). 
Many agriculture-based countries still display anemic per capita agricultural growth and little structural 
transformation (a declining share of agriculture in GDP and a rising share of industry and services as 
GDP per capita rises) (World Bank, 2007). Agricultural growth has made a major contribution to 
Ethiopia’s impressive overall growth performance, accelerating from 1.3 percent per year in the 1980s to 
2.9 percent in the 1990s to 6.2 percent in the 2000s. Nonetheless, the industrial sector (which includes 
processing of agricultural goods) and services grew even more rapidly than did agriculture. In fact, the 
share of agriculture in national GDP fell steeply between 1991 and 2001, from 64.1 percent to 47.7 
percent (and to 47.3 percent in 2009) (Dorosh and Rashid, 2012). The same applies to vast areas within 
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countries of all types. Rapid population growth, declining farm size, falling soil fertility, and missed 
opportunities for income diversification and migration create distress as the powers of agriculture for 
development remain fallow. Policies that excessively tax agriculture and underinvest in agriculture are to 
blame, reflecting a political economy in which urban interests have the upper hand (World Bank, 2007). 
On average, the share of national budget devoted to agriculture in the sub-Saharan Africa fell from 5.5% 
in 1993 to 3.8% in 2000. However, due to the commitment of heads of states in Maputo in 2003 to 
allocate 10% of their budget to agriculture and a recovery of attention to agriculture, Ethiopia is one of 
the eight countries to meet the target allocating 15% of the budget over the decade of 2003/2004–
2012/2013. (Welteji, 2018 citing Berhanu and Poulton, 2014). The reality of Ethiopia’s agriculture and 
food security situation is complex because of variations across space within Ethiopia as well as variations 
over time due to changes in policies, weather shocks, and other factors. A complete picture of Ethiopia’s 
agriculture and food security must include both the very serious acute and chronic food insecurity 
problems faced by many Ethiopians and the progress achieved in other areas and at the national level. 
(Dorosh and Rashid, 2012) 
Economic and social heterogeneity is a defining characteristic of rural areas (World Bank, 2007). 
Accordingly, commercial smallholders deliver surpluses to food markets and share in the benefits of 
expanding markets for the new agriculture of high-value activities. But many others are in subsistence 
farming, mainly due to low asset endowments and unfavorable contexts. Consuming most of the food 
they produce, they participate in markets as buyers of food and as sellers of labor and membership in 
these categories is affected not only by asset positions, but also by gender, ethnicity, and social status, as 
they imply differing abilities to use the same assets and resources in responding to opportunities. This 
pervasive heterogeneity in agriculture and rural society has deep implications for public policy in using 
agriculture for development. As a particular policy reform is likely to have gainers and losers, policies 
have to be differentiated according to the status and context of households, taking particular account of 
prevailing gender norms. Differentiated policies are designed not necessarily to favor one group over the 
other but to serve all households more cost effectively, tailoring policies to their conditions and needs, 
particularly to the poorest. Balancing attention to the favored and less favored subsectors, regions, and 
households is one of the toughest policy dilemmas facing poor countries with severe resource constraints 
(World Bank, 2007).  
In Ethiopia, agricultural production is dominated by smallholder households which produce more than 
90% of agricultural output and cultivate more than 90% of the total cropped land (Bekabil, 2018). 
Smallholder production is dominated by five major cereal crops—teff, maize, wheat, sorghum, and 
barley—accounting for almost three quarters of the total cultivated area and about 68 percent of total 
production (Dorosh and Rashid, 2012). Improving the productivity, profitability, and sustainability of 
smallholder farming is the main pathway out of poverty in using agriculture for development. In this 
regard, a broad array of policy instruments, many of which apply differently to commercial smallholders 
and to those in subsistence farming, can be used to achieve the following: improve price incentives and 
increase the quality and quantity of public investment; make product markets work better; improve access 
to financial services and reduce exposure to uninsured risks; enhance the performance of producer 
organizations; promote innovation through science and technology; make agriculture more sustainable 
and a provider of environmental services (World Bank, 2007). With regard to promoting innovation 
through science and technology, developing countries invest only a ninth of what industrial countries put 
into agriculture R&D as a share of agricultural GDP including both public and private sources. To narrow 
this divide, sharply increased investments in R&D must be at the top of the policy agenda. Many 
international and national investments in R&D have paid off handsomely. But global and national failures 
of markets and governance lead to serious underinvestment in R&D and in innovation systems more 
generally, particularly in the agriculture-based countries (World Bank, 2007). In addition, accordingly, 
African countries are disadvantaged by the fact that the specificity of their agro-ecological features leaves 
them less able than other regions to benefit from international technology transfers. In this regard, 
Ethiopia is endowed with diverse terrain and agro-ecological climate ranging from temperate in the 
highlands to tropical in the lowlands (Bekabil, 2018). The rugged terrain in much of the highlands 
makes transport and communication difficult. Rainfall also varies significantly between mountains 
and valleys, even across short distances (Dorosh and Rashid, 2012). Accordingly, the opportunities 

GSJ: Volume 9, Issue 1, January 2021 
ISSN 2320-9186 241

GSJ© 2021 
www.globalscientificjournal.com



3 
 

and constraints facing Ethiopian agriculture are strongly influenced by geographical location. Hence, 
identifying the right technological package for the various ecologies and crops has been of considerable 
challenge to researchers and extension systems (Bekabil, 2018 citing Mulat et al., 2004). These all 
obviously calls for a further and a better growth in agricultural productivity as well as quality with 
minimum adverse impact on the environment mainly through the supply, duplication and diffusion of 
continuously improving as well as location specific technology and information. 
Low investments in research and development (R&D) and low international transfers of technology have 
gone hand in hand with stagnant cereal yields in Sub-Saharan Africa, resulting in a widening yield gap 
with the rest of the world. For these countries, sharply increased investment and regional cooperation in 
R&D are urgent. Moreover, many public research organizations face serious leadership, management, and 
financial constraints that require urgent attention. But higher-value markets open new opportunities for 
the private sector to foster innovation along the value chain and grasping them often requires partnerships 
among the public sector, private sector, farmers, and civil society in financing, developing, and adapting 
innovation. With a wider range of institutional options now available, more evaluation is needed of what 
works well in what contexts (World Bank, 2007). In response to this need, the objective of this study is to 
identify the difference in the impact of use of fertilizer of any kind (organic, inorganic or both) with row 
planting on maize yield growth among major maize growing agro-ecological zones of Ethiopia. 
 
MATERIALS AND METHODS 
Analytical Framework for Evaluation 
 
Cochran (1965) defined an observational study to be an empirical investigation in which the “objective is 
to elucidate cause-and-effect relationships . . . [in settings in which] it is not feasible to use controlled 
experimentation, in the sense of being able to impose the procedures or treatments whose effects it is 
desired to discover, or to assign subjects at random to different procedures” (p. 234) (Austin, 2011). By 
this definition, accordingly, an observational study has the same intent as a randomized experiment: to 
estimate a causal effect. However, an observational study differs from a randomized experiment in one 
design issue: the use of randomization to allocate units to treatment and control groups. In observational 
studies, the treated subjects often differ systematically from untreated subjects. Thus, in general, we have 
that E[Y(1) | D =1] ≠ E[Y(1)] (and similarly for the control treatment), and an unbiased estimate of the 
average treatment effect cannot be obtained by directly comparing outcomes between the two treatment 
groups (Austin, 2011). 
Matching deals with the selection process by constructing a comparison group of individuals with 
observable characteristics similar to the treated when no randomized control group is available (Blundell 
and Dias, 2002). As to their clarification, the matching method aims to construct the correct sample 
counterpart for the missing information on the treated outcomes had they not been treated by pairing each 
participant with members of non-treated group and under the matching assumption, the only remaining 
difference between the two groups is program participation. As with all non-parametric methods, the 
dimensionality of the problem as measured by X may seriously limit the use of matching (Blundell and 
Dias, 2002). According to them, a more feasible alternative is to match on a function of X and usually, 
this is carried out on the propensity to participate given the set of characteristics X: P(Xi) = P(Di =1| Xi) 
the propensity score.  
In the counterfactual framework, causal inference is approached by first stipulating the existence of two 
potential outcome random variables that are defined over all individuals in the population: Yi(1) is the 
potential outcome in the treatment state for individual i, and Yi(0) is the potential outcome in the control 
state for individual i (Morgan and Harding, 2006). The individual-level causal effect of the treatment is 
then defined as Yi(1) – Yi(0) (Morgan and Harding, 2006; Austin, 2011). Because it is usually impossible 
to effectively estimate individual-level causal effects, we typically shift attention to aggregated causal 
effects (Morgan and Harding, 2006). With E[.] denoting the expectation operator from probability theory, 
the average treatment effect (ATE) is defined to be E[Yi(1) – Yi(0)] (Austin, 2011 citing Imbens, 2004; 
Morgan and Harding, 2006). It is the average effect, at the population level, of moving an entire 
population from untreated to treated. A related measure of treatment effect is the average treatment effect 
for the treated (ATT) (Austin, 2011 citing Imbens, 2004). The ATT (which is defined as E[Yi(1) – Yi(0) | 
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D =1]) is the average effect of treatment on those subjects who ultimately received the treatment. In an 
RCT these two measures of treatment effects coincide because, due to randomization, the treated 
population will not, on average, differ systematically from the overall population (Austin, 2011). 
Operationally, propensity score methods begin with the estimation of a model to estimate the fitted 
probability, or propensity, to receive the treatment versus comparison group. Observations that have a 
similar estimated propensity to be in either the treatment group or comparison group will tend to have 
similar observed covariate distributions. It should be clear, however, that matching is no ‘magic bullet’ 
that will solve the evaluation problem in any case. It should only be applied if the underlying identifying 
assumption can be credibly invoked based on the informational richness of the data and a detailed 
understanding of the institutional set-up by which selection into treatment takes place (Caliendo and 
Kopeinig, 2008). The underlying identifying assumption which is known as un-confoundedness, selection 
on observables, conditional independence (CIA) or exogeneity, postulates that the covariate information 
in the data is rich enough to control for characteristics jointly affecting the treatment and the outcome. As 
a further assumption known as common support, it is required that for any empirically feasible 
combination of observed covariates, both treated and non-treated subjects can be observed, which rules 
out that the covariates perfectly predict participation. Finally, the covariates must in general not be 
affected by the treatment, and therefore must not contain (post-treatment) characteristics that are affected 
by the treatment, in order to not condition away part of the treatment effect of interest (Huber, 2019). 
According to him, denoting by X the vector of observed covariates and X(1), X(0) the potential covariate 
values with and without treatment, the assumptions can formally be stated as: 
{Y (1), Y (0)}⊥D|X, 0 < p(X) < 1, X(1) = X(0) = X 
where p(X) = Pr(D = 1|X) is the conditional treatment probability, also known as propensity score. 
The challenge of matching is to ensure that the ‘correct’ set of observables X is being used so that the 
observations of non-participants are what the observations of treated would be had they not participated, 
forming the right counterfactual and satisfying CIA (Blundell and Dias, 2002). There is a lack of 
consensus in the applied literature as to which variables to include in the propensity score model (Austin, 
2011). According to him, given the propensity score is defined to be the probability of treatment 
assignment, there are theoretical arguments in favor of the inclusion of only those variables that affect 
treatment assignment. In practical terms, however, the more detailed the information is, the harder it is to 
find a similar control and the more restricted the common support becomes. That is, the appropriate trade-
off between the quantity of information at use and the share of the support covered may be difficult to 
achieve. If, however, the right amount of information is used, matching deals well with potential bias 
(Blundell and Dias, 2002). 
Once the propensity scores have been estimated, the propensity scores of the treatment group can be 
matched to propensity scores of subjects in a comparison group and this allows one to estimate the 
Average Treatment Effects on the Treated (ATT). The most common implementation of propensity score 
matching is one-to-one or pair matching, in which pairs of treated and untreated subjects are formed, such 
that matched subjects have similar values of the propensity score. However, other approaches can also be 
used (Austin, 2011). 
 
Data and Variables  
   
The data utilized for this study is acquired from the third wave of the Ethiopia Socioeconomic Survey 
(ESS) 2015-2016. The ESS is a collaborative long-term project between the Central Statistics Agency of 
Ethiopia (CSA) and the World Bank Living Standards Measurement Study-Integrated Surveys on 
Agriculture (LSMS-ISA) team to collect panel data. The ESS collects information on household 
agricultural activities along with other information on the households like human capital, other economic 
activities, access to services and resources. ESS uses a nationally representative sample of over 5,000 
households living in rural and urban areas. The urban areas include both small and large towns. The 
sample is a two-stage probability sample. The first stage of sampling entailed selecting primary sampling 
units, which are a sample of the CSA enumeration areas (EAs). The second stage of sampling was the 
selection of households to be interviewed in each EA. A total of 433 EAs were selected based on 
probability proportional to size of the total EAs in each region out of which 290 were rural, 43 were small 
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town EAs from ESS1, and 100 were EAs from major urban areas. In order to ensure sufficient sample 
size in the most populous regions (Amhara, Oromiya, South Nations, Nationalities and People, and 
Tigray) and Addis Ababa, quotas were set for the number of EAs in each region. The sample is not 
representative for each of the small regions including Afar, Benishangul-Gumuz, Dire Dawa, Gambella, 
Harari, and Somali regions. However, estimates can be produced for a combination of all smaller regions 
as one “other region” category. During wave 3, 1255 households were re-interviewed yielding a response 
rate of 85 percent. Attrition in urban areas is 15% due to consent refusal and inability to trace the 
whereabouts of sample households. 
LnYield stands for the natural logarithmic transformation of the yield of maize per unit of land cropped 
measured in quintals per hectare.  
 
RESULTS AND DISCUSSION  
Propensity Scores Estimation using Probit Model 
  
The descriptive statistics has shown a tentative impact of fertilizer and row planting adoption on 
increasing yield growth in all of the agro-ecological zones considered. Nevertheless, a mere comparison 
of yield growth has no causal meaning since fertilizer and row planting adoption is endogenous. And it is 
difficult to attribute the change to adoption of fertilizer and row planting since the difference in yield 
growth might be owing to other determinants. To this end, a rigorous impact evaluation method; namely, 
Propensity Score Matching has to be employed to control for observed characteristics and determine the 
actual attributable impact of fertilizer and row planting adoption on yield growth in different maize 
producing agro-ecological zones of Ethiopia. Propensity scores for adopters and non-adopters were 
estimated using a probit model to compare the treatment group with the control group. In this regard, only 
those significant variables were used in estimating the propensity scores for each agro-ecological zone. 
The check for ‘overlap condition’ across the treatment and control groups was done through visual 
inspection of the propensity score distributions for both the treatment and comparison groups and the 
result showed that the overlap condition is satisfied for all the three agro-ecological zones considered as 
there is substantial overlap in the distribution of the propensity scores of both adopters and non-adopters. 
For tropic-cool/sub-humid zone, the propensity score for adopters ranges between 0.047184 and 
0.9945636 while it ranges between 1.53e-15 and 0.9671543 for non-adopters and the region of common 
support for the distribution of estimated propensity scores of adopters and non-adopters ranges between 
0.04718401 and 0.99456364. For tropic-cool/semiarid zone, the propensity score for adopters ranges 
between 0.0682979 and 0.99476 while it ranges between 3.21e-06 and 0.9410955 for non-adopters and 
the region of common support for the distribution of estimated propensity scores of adopters and non-
adopters ranges between 0.06829785 and 0.99476004. For tropic-cool/humid zone, the propensity score 
for adopters ranges between 0.0294131 and 0.9988875 while it ranges between 0.0006896 and 0.8814127 
for non-adopters and the region of common support for the distribution of estimated propensity scores of 
adopters and non-adopters ranges between 0.02941311 and 0.99888752. When matching techniques are 
employed, observations whose propensity score lies outside this range were discarded. 
 
Assessing Matching Quality 
 
In order to check whether the matching procedure is able to balance the distribution of the relevant 
variables in both the control and treatment group, the before and after matching covariate balancing tests 
presented on table 1 suggested that the proposed specification of the propensity score is fairly successful 
in balancing the distribution of covariates between the two groups as indicated by decreasing pseudo R2 

and mean standardized bias as well as the insignificant p-values of the likelihood ratio test for all agro-
ecological zones considered and satisfied interval value of Rubin’s R (ratio of treated to (matched) non-
treated variances of the propensity score index) after matching for most agro-ecological zones considered. 
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Table 1:  Propensity Score Matching Quality Test 
Agro-

Ecological Zone 
Sample Ps R2 LR chi2 p>chi2 MeanBias MedBias R %Var 

Tropic-cool/sub-
humid 

Unmatched 0.374 183.94 0.000 43.8 34.5 0.31* 40 
Matched    0.100 44.81 0.000 20.8 15.6 1.23 20 

Tropic-
cool/semiarid 

Unmatched 0.558 101.35 0.000 66.6 55.7 0.51 71 
Matched    0.198 40.68 0.000 27.1 28.1 3.82* 57 

Tropic-
cool/humid 

Unmatched 0.391 91.05 0.000 50.3 43.2 0.86 33 
Matched    0.176 34.59 0.000 22.7 23.2 1.53 50 

* if B>25%, R outside [0.5; 2] 
 
Average Treatment Effects Estimation 
 
Among the different matching algorithms being available for Propensity Score Matching, nearest 
neighbor matching and kernel matching are the most commonly applied ones (Kikulwe et al., 2012 citing 
Caliendo and Kopeinig, 2008). Accordingly, nearest neighbor matching matches adopters with non-
adopters with the nearest propensity score, while controlling for differences between adopters and non-
adopters whereas kernel matching computes treatment effects by deducting from each outcome 
observation in the treatment group a weighted average of outcomes in the control group. Table 2 depicts 
the average impact of fertilizer and row planting adoption on maize yield growth using nearest neighbor 
matching one and five (NN=1 and NN=5) as well as Epanechnikov kernel matching with two band widths 
(BW=0.03 and BW=0.06). Accordingly, all or most of the matching algorithms employed support the 
hypothesis that fertilizer and row planting adoption has a positive and significant impact on yield growth 
in only one of the three agro-ecological zones considered-tropic-cool/sub-humid. Moreover, its adoption 
has an impact ranging from 36-61% in the zone.  
 
Table 2: Average Treatment Effects estimation using different propensity score matching estimators 

 
Agro-Ecological Zone 

 
Outcome 
Variable 

 
Matching 
Algorithm 

 
 

ATT (Std. Err.) 

Tropic-cool/sub-humid LnYield 

Nearest Neighbor (NN=1) 0.270(0.430) 
Nearest Neighbor (NN=5) 0.614***(0.256) 
Kernel (BW=0.03) 0.361***(0.132) 
Kernel (BW=0.06) 0.413***(0.132) 

Tropic-cool/semiarid LnYield 

Nearest Neighbor (NN=1) 0.791(0.634) 
Nearest Neighbor (NN=5) 0.663(0.524) 
Kernel (BW=0.03) 0.821*(0.541) 
Kernel (BW=0.06) 0.632(0.553) 

Tropic-cool/humid LnYield 

Nearest Neighbor (NN=1) 0. 037(0.382) 
Nearest Neighbor (NN=5) 0.311(0.269) 
Kernel (BW=0.03) 0.259(0.264) 
Kernel (BW=0.06) 0.183(0.312) 

***, * indicate significance at 1% & 10% level respectively and bootstrapped standard errors are based on 
100 replications. 
Source: Own computation, 2020 
 
CONCLUSION AND RECOMMENDATIONS 
This study is undertaken to shed-light on the difference in impact of adoption of fertilizer of any kind 
(organic, inorganic or both) with row planting on maize yield growth among major maize growing agro-
ecological zones of Ethiopia using the propensity score matching technique which is a robust impact 
evaluation technique that identifies the impact which can be attributed to fertilizer and row planting 
adoption. The study also employed and compared different matching algorithms to ensure robustness of 
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the impact estimates. Finally, the study concludes that fertilizer of any kind (organic, inorganic or both) 
with row planting adoption doesn't have the desired positive and significant impact on maize yield growth 
in all of the agro-ecological zones considered. Therefore, this study recommends that the agricultural 
research and extension system of the country should be strengthened to further take into account the 
differences among different agro-ecological zones and areas (like zones, woredas and “kebeles”/villages) 
having high variability in landscape positions, rain fall, soil characteristics and farming systems in order 
to generate and scale-up appropriate improved agricultural technologies and information that suits to the 
specific conditions of each maize producing land pockets of the country. 
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