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ABSTRACT 

Analysis of finical time series is a complex task and an active area for researchers and 
financial analysts. Machine learning approaches have been used for financial time series 
analysis in recent years. Before the technological revolution, the researcher and experts 
of financial time series were used different traditional methods for prediction and 
forecasting purposes. Few years ago, the researchers applied several machine learning 
techniques on different data for analysis of financial time series. In this paper, we have 
discussed in detail multiple advanced machine learning algorithms and their model’s 
architecture for financial time series analysis. After the observation, the performance of 
our presented methods i.e. logistic regression (LR), Random Forest (RF), Support vector 
machine (SVM), neural network (NN), and deep neural network (DNN) are too much 
better than traditional approaches.  
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Introduction 

The sequence of numerical data points in time order is called time series[1], time may be 
daily, monthly, yearly etc. There are two types of time series, univariate and 
multivariate time series. In time series analysis, involves a single variable (scalar) is 
univariate time series and multivariate time series contains two or more variables. The 
analysis of times series applies to different areas such as natural sciences, economics 
sector, biological sciences and numerical sciences. Figure 1.1 presents simple time series. 

 

Figure 1.1 Time Series 

The experts of natural sciences used several examples of time series i.e., the temperature 
of air, the level of water in a lake, the yields of corn in lowa and the size of natural 
population. In the economic sector, price index of consumers, unemployment ratio, 
gross national product, and population of the concerned area are used in the form of 
time series.  The physical scientist used time series data for improvement the 
performance of radar, design and development of different rockets and airplanes. The 
mathematical theory of time series is the most interest area in chemical process and 
their investigations.  

Nowadays, the analysis of financial time series data is the keen interest area for 
academia’s and researchers. For time series analysis the experts were used multiple 
statistical models in the past years [2-5]. After the advent of advance machine learning 
approaches the stack holders of financial system are demanding for using the 
mentioned methods in stock markets analysis. 

Machine learning is sub field of Artificial intelligence that learn from the past data. 
Machine learning has been used in a variety of applications such as fake news 
identification, clickbait detection, agriculture, health etc [6-8].   There are two types of 
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machine learning, supervised and unsupervised learning. The supervised learning 
mostly used for classification problems such as binary or multivariate classification. In 
this learning, the models were trained from dataset which contains historical data to 
classify positive class in the given data. The second type is unsupervised learning, the 
data is unlabeled and finding only patterns in data. In this studies, we have focused 
only on supervised learning techniques. We hope that our proposed approaches will be 
very helpful for the researcher and academia working on financial time series data. 

Machine Learning Algorithms   

Recall that machine learning approaches in financial time series analysis are powerful 
and very popular. The financial time series data are used for prediction and forecasting 
purposes. For aforementioned purposes, the performance of machine learning 
approaches are outstanding due to their complexity and advance learning nature. 
Multiple machine learning approaches are discussed in the following sections. 

1) Logistic regression  

The machine learning technique Logistic regression is mostly used for the analysis of 
binary and multivariate data. Logistic regression are basically using for understanding 
the data collected from multiple discipline such as medical and health, social sciences, 
economics [9] etc. The researchers used logistic regression when variables (dependent) 
are binary or categorical for prediction and classification purpose[9]. Logistic regression 
mathematically defined as follow.    

Given data,   

𝑦𝑦 = {0,1}, 𝑎𝑎𝑎𝑎𝑎𝑎 𝑤𝑤𝑤𝑤 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 0 ≤ ℎ𝜃𝜃 ≤ 1 

ℎ𝜃𝜃(𝑥𝑥) = 𝜃𝜃𝑇𝑇𝑥𝑥                   (1) 

Let us modify Equation (1),                        

ℎ𝜃𝜃(𝑥𝑥) = 𝑔𝑔(𝜃𝜃𝑇𝑇𝑥𝑥)                   (2) 
 After that, defining the logistic function also called sigmoid function in Equation (3) 

𝑔𝑔(𝑧𝑧) =
1

1 + 𝑒𝑒−𝑧𝑧
                 (3) 

If we take Equation (1) and (2), and put it together so finally, 

ℎ𝜃𝜃 (𝑥𝑥) =
1

1 + 𝑒𝑒−𝜃𝜃𝑇𝑇𝑥𝑥
                 (4) 
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For two label classification, the performance of logistic regression is outstanding. In 
multi label classification “multinomial” extension and “cross-entropy” as a loss function 
are using for better performance. 

2) Random forest (RF)   

In supervised machine learning a flexible and easy to use algorithm is, random forest 
classifier. The role of random forest in financial time series analysis is well-known. The 
random forest is basically using the decision trees concept. The random forest can be 
used for regression and classification problems. 

 

Figure 1.2 Random Forest 

Random forest have no need for tuning the hyper parameter, mostly giving the great 
results. Random forest used their multiple trees for classifying the positive class and 
predict the actual labels. Using random forest for binary classification, GINI index is 
using as cost function, mathematically is following[10].   

𝐺𝐺𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 1 −�(𝑃𝑃𝑖𝑖)2
𝑐𝑐

𝑖𝑖=1

  

To classify the actual class for multi class, the random forest used entropy as cost 
function which is defined in the following equation. 

𝐸𝐸𝑛𝑛𝑛𝑛 = �−𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑓𝑓𝑓𝑓)                       
𝑐𝑐

𝑖𝑖=1

 

To making the model powerful then increase the number of trees in random forest 
classier, for good predictive purpose.  “N job” and random state can be used increasing 
the speed of the random forest model. 

3) Support Vector Machine (SVM) 

A machine learning based algorithm which using in analysis of financial time series is support vector 
machine. Support vector machine addressing classification and regression problem, but mostly SVM is 
using for classification challenges.  The objective of the support vector machine is to draw the best line 

GSJ: Volume 9, Issue 3, March 2021 
ISSN 2320-9186 140

GSJ© 2021 
www.globalscientificjournal.com



between the two or more than two classes. The created line separates the multi class labels from each 
other in the classifier. The following equation shows the cost function for support vector machine 
classifier[11].   

                                    𝐽𝐽(𝜃𝜃) =
1
2
�𝜃𝜃𝑗𝑗2
𝑛𝑛

𝑗𝑗=1

#  

Then; 

           𝜃𝜃𝑇𝑇𝑥𝑥(𝑖𝑖) ≥ 1   𝑖𝑖𝑖𝑖   𝑦𝑦(𝑖𝑖) = 1             

𝜃𝜃𝑇𝑇𝑥𝑥(𝑖𝑖) ≤ −1𝑖𝑖𝑖𝑖   𝑦𝑦(𝑖𝑖) = 0 

The support vector machine is furthermore divided into two types such as linear SVM 
and non-linear SVM. The linear support vector machine is mostly used for binary or 
two labels issues i.e. regression and classification. The linear SVM separates the data 
linearly and draw the line between dataset. Afterwards, when the data are not classified 
by using the single line and the data is arranged in the dataset non-linearly then the 
non-linear SVM will be performed better. In support vector model, for binary 
classification the decision function will be use “C=1” and for multivariate classification 
the “ovo” will be used as mentioned function. 

4) Neural Network 

After the outstanding performance in the engineering and cognitive sciences, the neural 
network plays an important role in financial time series analysis. The neural network is 
a powerful technique which is inspired from the human brain, using for classification as 
well as regression problems.  

 

Figure 1.3 Neural Network 

The neural network consist of input layer, hidden layer, output layer, activation 
function weights, bias and nodes. In hidden layer various nodes are used and it refer 
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the data to activation function. After the implementation of the activation function the 
model calculate the output. The neural network used only one hidden layer in the 
model for analysis, prediction and forecasting purposed. The mathematical concept 
behind the neural network is following [12]. 

𝑁𝑁𝑁𝑁 = 𝑓𝑓(𝑏𝑏 + ∑ 𝑥𝑥𝑖𝑖  𝑤𝑤𝑖𝑖𝑛𝑛
𝑖𝑖=1 ) 

The above equation represents input (x1 to xn), their weights (w1  to wn ), bias (b) and the 
activation function applied to the weighted sum of the inputs.  

The parameters of the neural network model for binary and multi label classification is 
different from each other. For multivariate classification the activation function 
“softmax” and loss function “categorical_crossentropy” will be used. To predict the 
positive class, for binary classification “sigmoid” function will be used as activation and 
“binary_crosentropy” will be used as loss function in the model. 

5) Deep Neural Network 

A machine learning approach, deep neural network (DNNs) applied supervised and 
unsupervised learning problems. The deep neural network is the advance architecture 
of classical neural network. The performance of deep neural network in the field of 
financial time series are tremendous. The researchers[13, 14], applied the mentioned 
technique on multiple financial time series data and achieved outstanding results. 

 

Figure 1.4 Deep Neural Network 

The figure 1.4 represents there is more than on hidden layers in the model, which make 
the model complex and achieved desired results with good accuracy. Deep neural 
network are shown their performance in the finance sector in recent years and the 
experts declared the aforementioned approach for classification and regression issues. 
The main difference between classical neural network and deep neural network is only 
many hidden layers. The parameters which we have discussed in neural network 
section can be used for deep neural network such as activation and loss functions.  
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Conclusion 

As we have discussed, the performance of machine learning approaches in field of 
financial time series prediction and forecasting is outstanding. In this study, we 
presented different methods which are using or best fitting for financial time series data 
such as LR, RF, SVM, NNs and DNNs. The methods RF, SVM, NNs and DNNs are 
suited for both classification and regression problem. Furthermore, the performance of 
logistic regression in binary classification is satisfactory. For multi label classification 
the performance of random forest and deep neural network are prominent. The 
performance of linear support vector machine in two label classification is remarkable 
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