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ABSTRACT 

The concept of human and robot interaction has been raised in many ways, such as social, economic, medical, and military. Human and 
robot collaboration is the new direction that allows humans to perform tasks efficiently. Communication between humans and robots is 
limited due to robot-human interfacing difficulties. This study provides an overview of hand gesture recognition to understand robot-
human interaction by providing methods to identify gesture models, objects, and persons by using image processing techniques. The 
study aims to develop an interactive service robot eye which is capable of the vision-based system to identify the human hand gesture. 
In this study, Microsoft Kinect Camera Sensor was used to capture the hand gesture. The efficiency of the system was found that ap-
proximately 90% within the optimal distance of 4-5 feet from Kinetic Sensor. 

 
 

INTRODUCTION 
Due to industrial and military applications, the advancement of robot innovation has expanded for a long time. Many robots 

have been used in many areas such as healthcare, transportation, communication, industrial and military, but intelligent robots 
need to be modified for day-to-day use. The area of Human-Robot Interaction (HRI) is described as an area which aimed at the 
advancement of systems between human beings and robots. The development of robots should have the capability to work in a 
real-world scenario [1]. The visions of robots are personal development in the 20th century.  

 
The engineers developed a way to program a robot to see the real world through the machine vision techniques which are in-

spired by the human eye. The camera system is the counterpart of the human eye which provides numerous abilities to see the 
real world. Robot systems are programmed with an algorithm to take and process through photography or videography. These 
actions are highly required when robots interact with humans in the workstation. Vision can also be used in non-robotic ways 
such as the cameras can be placed on the conveyor line. The images were taken on a conveyor line compared with the specific 
datasets to accept or reject products in the way of quality control. Modern computer vision innovations are an expansive portion 
of human-robot interaction [2-4]. There are many robot systems manufactured for industrial, domestic, and scientific purposes.  

 
The World Health Organization states that over one billion people are suffering from disabilities. Sri Lanka Ministry of Health 

states that the count of disabled persons in Sri Lanka will be increased by 24.2% by 2025 [5]. The field of robotics in medicine 
and health care plays an important role nowadays. There are many robots developed to helps handicaps peoples. For verifiably 
detecting, more visual consideration is required. Also, it is fundamental in conditions of oddity location, the visual consideration 
is continually agent under "enlightened" conditions, and the framework is recognized and found in dull conditions. A gesture is a 
means of nonverbal communication or non-vocal communication in which observable body acts transmit clear signals, either in 
place or in tandem with speech. Figure 1 illustrates some examples of service robots that are available nowadays. 

 

GSJ: Volume 8, Issue 7, July 2020 
ISSN 2320-9186 1966

GSJ© 2020 
www.globalscientificjournal.com

http://www.globalscientificjournal.com/


 
Figure 1: Categories of service robots 

 

LITREATURE REVIEW 
A. Type of Robot Applications 

Today, robots perform several different activities in many fields, and there is a steady rise in the amount of work assigned 
to robotics [6]. Separation by its function is one of the easiest ways to separate the robots into groups. Type of robot application 
is divided as the field of industrial, domestic, and military applications. 

Field of Industrial: manufacturing robots are robots which are used in an industrial system of development. They are typi-
cally articulated arms primarily designed for applications such as welding, material processing, and lighting, among others. Un-
less we judge only by use, some autonomous guided vehicles and other robots may also be included in this category [7]. 

Field of Domestic uses: robotics which is used at home. There are several various products of this category of robotics, such 
as robotic vacuum cleaners, robotic pool cleaners, sweepers, gutter cleaners, and other robotics that can handle specific tasks. 
Additionally, particular security and telepresence robots may be called household robots if used in this context [7]. 

Field of Military: Combat robots-robots used in army operations. This category of robotics includes bomber deactivation ro-
botics, various transport robots and unmanned reconnaissance aircraft. Robots developed initially been for military uses may al-
so be used in law enforcement, search and rescue, and other similar areas [7]. 

The combination of robot applications with vision technology can make for a powerful automation solution with far greater 
capabilities than either technology achieves on its own. Robot vision systems come in many forms and can be used in a wide 
range of applications. Robotic vision systems typically consist of one or more cameras, application-specific lighting, proprietary 
software, one or more robots, at times with the camera mounted directly on the end of the robot. Initially, most robotic vision 
systems were in 2D, but recently 3D vision has emerged as a more robust vision solution, opening new possibilities in robotics. 
In this study is used the Microsoft Kinect Camera Sensor to capture the hand gesture command to the understanding of human-
robot interaction. 

B. Related Works  

Kinect Camera was a line of input movement detection devices produced by Microsoft for Xbox 360 and Xbox One video 
game consoles and Microsoft Windows computers. Based on a complementary peripheral webcam style, it enabled users to 
control and interact with their console or computer through a natural user interface that uses gestures and spoken commands 
without the need for a game controller. 

Pei Xu has been engaged in a project to design a hand gesture-based, real-time human-computer interaction system. Al-
most 3200 gesture images were collected to test the CNN classifier, and he was demonstrated that the CNN classifier could rec-
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ognize gestures with high accuracy in real-time, in combination with their image processing steps. The framework built has only 
been to support static movements [8]. 

Rong Wang et al. has been developed an older companion robot based on the Kinect sensor [9]. According to them, the ro-
bot system was able to intelligently follow the user with the effort of improving Kinect's detection accuracy. Voice control fea-
ture provides the consumer with another way to monitor the robot rather than default mode when Kinect fails goal consumer 
[9]. 

For human-robot communication, Hongyi et al. has been suggested a concept of gesture recognition. According to them, 
the concept of gesture recognition for human-robot communication includes four important technological components: sensor 
technology, gesture detection, gesture monitoring, and gesture classification [10]. According to them, algorithm combination 
improves the efficiency of research.  

Sharma et al. has been developed the static hand gesture images based on hand shapes and orientations that are extracted 
from the input video stream recorded in stable lighting and simple background conditions. They have recognized gestures based 
on this vision to control multimedia applications that run on a computer using various gestural commands [11]. 

Some researchers are used Microsoft Kinect sensors devices as a sensor to provide input to the personal computers in their 
research. According to Piana et al. [12] have been used Microsoft Kinect sensor for the significant variance to track the move-
ment of every element of the human body. It is essential that by using this sensor, it can recover the skeletal information to 
identify the gesture of pointing and estimate the aiming positions. This sensor is a commercial product and is very easy to ac-
quire and install. It has very few requirements in the acquisition environment. 

Earlier research studies related to the vision systems focused on hand gesture recognition was performed with just one 
orientation of hand gestures. Hence, it cannot get a strong response from those who are deaf and elderly since they are more 
miserable than average citizens. Therefore, in this study was to train various hand movement orientations to understand intelli-
gent systems appropriately and correctly to provide the best human-robot experience. A desktop computer as an intelligent de-
vice can be used to power the whole operation such as Intel [13] graphics for the needs of graphics and computation. 

 

METHODOLOGY 

The identification and monitoring of objects within the field of computer vision are considered essential concerns. A mod-
ern and excellent opportunity to change object detection algorithms has been generated by the proliferation of high-definition 
images, fast computing machines and the increasing rise in demand for highly accurate automated video analysis. This study is 
used Kinect camera to capture the human hand gesture. The development of gesture- based HRI system was running with fixed 
frames per second.  

There are primarily two approaches for understanding the hand and object movements which are known as Artificial Neural 
Networks and Fuzzy Logic. Fuzzy logic helps to make concrete assumptions based on incomplete or unclear results. Still, neural 
networks seek to integrate the mechanism of human thinking to solve problems by mathematically modelling them. Although 
both methods can be used to solve nonlinear problems and problems that have not been specified correctly, they are not re-
lated. 

In contrast to Fuzzy logic, a neural network tries to apply the thought process in the human brain to solve problems. Also, 
neural networks include a learning process that involves learning algorithms and requires training data. The data was classified 
from the algorithms for the recognition of gestures using neural networks. 

Selection of components in this study is very critical. Many of them will complete the inquiry on schedule for software that 
are readily available, reduce preliminary budgets, achieve high accuracy and reliability for the study. Microcontrollers, Personal 
Computers, Microsoft Kinect Camera sensor and Actuators are devices used in the research study. After capturing the image by 
the camera, the system works, as shown in Figure 2. 
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Figure 2: Hand gesture and object recognition module 

Gesture extraction required preprocessing before performing hand segmentation. Preprocessing is to register the depth of 
image, RGB colour segmentation [14] and process the spatial stratification of depth distance. Hand segmentation is to extract 
the hand area at different distances from the complex background. 

 

  Figure 3: Consider two fingers shape to calculations 

Figure 3 is shown the geometric details between two fingers. Following procedure was performed when developing the 
hand gesture algorithm by assuming: The angle A would be less than 90°, the lengths would be more than 30 pixels. 

1) Using line length finding formula can get the length of the lines. 

2) Using cosine rule can calculate the angle between the two fingers. 

3) Angle between two fingers not going to be more than 90° 

4) Fingers length of the binary image more than 30 pixels because to reduce small defect detect. 

 

RESULTS 

Using image processing algorithms from OpenCV Library, a hand gesture recognition system was developed to detect num-
bers according to the gesture displayed. Hand Detection involves the Identification of Segmentation and Edge. Once the hand 
gestures are segmented, an edge traversal algorithm is applied to the segmented contour of the hand to remove unwanted 
background noise. 
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A. HAND GESTURE AND DIRECTURE RECOGNITION 

The OpenCV libraries were used to create the hand gesture algorithm [15-16]; the blue circles were used to indicate the de-
fect of the binary picture of hand when detecting hand movement is reflects number [17-19]. Through counting those flaws, the 
system is counting the subject's toes.  

 

Figure 4: Hand gesture for the finger count recognition 

The major problem of colour-based segmentation is the colour of human skin varies greatly across human races or even be-
tween individuals of the same race [20].  Figure 4 illustrates the results of detecting finger count while the subject was perform-
ing in front of the camera. Figure 5 shows the proposed algorithm for hand gesture recognition algorithm. When the device ac-
quires the source image, RGB picture was submitted to the phase of filtering and conversion of colours. The next step is to un-
dertake for contours of seeking and form of the hand. The features are extracted after hand form identified movement extrac-
tion process. The findings show the count of fingers and direction due to the behaviour of the consumers. 

 

Figure 5: Hand gesture algorithm 

 

Direction recognition was identified while subject performing in front of the camera. When the subject was pointed to the 
left direction system was identified as left direction. As shown in Figure 6, the Right direction was also identified by the system. 
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Figure 6: Direction gesture detection 

 

B. OBJECT RECOGNITION 

Haar Cascade Algorithm [21] was used to detect the above three objects. By configuring necessary libraries, feeding 1000 
positive images and 2000 negative images as a dataset from each object and training the system to train the system. The light-
ing on the objects must be bright enough so that the camera sensor does not introduce noise. There also needs to be enough 
light to provide enough contrast for the recognition algorithm. Many of these systems require at least 300 to 500 lux of illumina-
tion where a typical domestic working environment. Figure 7 shows the output image after detect Cup, Flask and First aid box. 

 

Figure 7: Objects detection results 

 

Figure 8: Object recognition algorithm 

 

 

 

GSJ: Volume 8, Issue 7, July 2020 
ISSN 2320-9186 1971

GSJ© 2020 
www.globalscientificjournal.com



Figure 8 shows the object recognition algorithm's program flow chart. Once the process of preparing the data acquires the 
image, it is created for the dataset. Classifier Cascade Detection was used to identify features. 

 

CONCLUSION 
This study was aimed to develop an interactive service robot eye which is capable of the vision-based system to identify the 

human hand gesture. The efficiency of the system was found that approximately 90% within the optimal distance of 4-5 feet 
from the Kinect Sensor. The Kinect sensor could work for a vision-based system with high efficiency. According to the results, 
gesture recognition, direction recognition and object recognition were performed efficiently with the aid of OpenCV. 
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