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ABSTRACT 
Huge Electricity cost is the key issue for large-scale data center operators. These companies have deployed their data centers across differ-
ent geographical locations for efficiency and reliability purposes. A Lot of research work is done for the minimization of the overall energy 
cost of these operators. A section of researchers haS focused on hardware-based techniques while otherS work on soft-ware based tech-
niques. In this research, the software-based techniques and model are targeted and the various approaches used in this field is presented 
along with pros and cons. Furthermore, this research provides a simplified overview and categorization of the work done in the area of 
energy cost minimization for geographically distributed data centers. The overall work done is categorized in four major sections which are 
Future Predication models, Competitive Online Algorithm, Dynamic Programming, and Lyapunov optimization technique. 
 
Introduction 

With the passage of time, the demands of IT applications and online services are increasing day by day. In order to fulfill the user 
demands and provides them the services such as audio distribution, video distribution, web surfing, scientific simulation etc., large 
companies such as Google, Amazon have deployed their data centers across different geographical locations. These Data Centers 
consists of thousands of servers, network equipment and cooling systems. Every Data Center consumes a significant amount of 
brown energy to process the user requests. It is obvious that with increase in user demands/ requests, the energy consumptions of 
these datacenter will also grow. Tens of megawatts of electricity is required in order to keep the data center in the running state [1]. 
The datacenter operators pay millions of dollars annually in terms of their electricity bills and constitutes 30-50% of their operational 
cost [2]. According to a research conducted in 2010, the global electricity demand of all the datacenters were 70 TWH and based on 
these figure, the projected consumption of these datacenters in 2030 will be almost 1800 TWH [3]. Datacenters will be consuming 3-
13 % of the global electricity as compared to 1% consumption in 2010 [3]. Fig. 1. represent the expected electricity consumption 
from 2010 to 2030 [3]. 
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Figure 1: Electricity usage from 2010-2030 (Source: Andrae et al [3]) 

 
Datacenter operators have deployed their datacenters across various geographical location for two main purposes i.e. efficiency and 
reliability. The user request is initially reached at central location known as aggregator. The user request is of two types. 1) Delay In-
tolerant Workload: This type of workload is also known as interactive workload. This type of workload must be executed at the in-
stance it arrived in the system. It does not tolerate any kind of delay. 2) Delay Tolerant Workload: This type of workload could be de-
layed up to certain extend. The typical system model is illustrated in Fig. 1. 

 
Fig. 1. Workload Distribution Model (Source: Khalil et al[4]) 

From here on, the workload is forwarded to one of the datacenter based on one or many objectives. The objective may be to transfer 
the workload to that datacenter which is the nearest, or where the renewable energy is sufficiently available, or where the per unit 
electricity cost is the minimum [5]. 
  
According to Qureshi et al [6], electricity prices varies across time and location. Researchers have exploit this point and tries to mi-
nimize the electricity cost by scheduling the workload in such a way that maximum workload could be served at that time and loca-
tion when and where the electricity cost is minimum. 
  
In order to lower down the electricity cost of the datacenters operator, researchers have worked on various aspect using different 
techniques. The work done for minimizing the overall cost of datacenter operator can be categorized in two broad categories. One 
section of researchers have work of software based techniques such as proactive demand response [7], visualization [8], dynamic 
power management [9], option pricing [10] etc. while other researchers have focused their attention on reducing the electricity cost 
of geographically distributed datacenters using hardware based techniques such as dynamic voltage, chip multiprocessor [11], and 
frequency scaling [12]. 
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Large internet service providers have deployed various datacenters across different geographical locations for two key purposes i.e. 
efficiency and reliability. Electricity prices varies across time and location. This variation can be utilized to minimize the average elec-
tricity cost of geographically distributed datacenters. Qureshi et al. [6] was the pioneer of pointing out that variation exist in the elec-
tricity prices at different locations and at different times could be exploit intelligently for minimization the overall cost of the data-
centers operator. The key for getting maximum benefit from this fluctuation is possible by forwarding the workload to those data 
centers where currently the electricity prices are lower. 

 

Optimization Techniques 

a. Future Prediction Model 

In this model, the future inputs i.e. workload amount, workload deadline and per unit electricity cost are predicted on the basis of 
previous historical data [13]. As the prediction depends upon previous historical data, therefore the prediction accuracy is also heavi-
ly dependent to the stability and the pattern exist in the previous data. There are two major drawbacks/ limitation in using this mod-
el. First of all, the future can’t be predicted with hundred percent accuracy. Secondly, the environment were previous data is not 
available, this model can’t be applied directly. 
 
Buchbinder et al. [14] investigated how to lower the total operational cost of distributed DCs for batch workloads. The proposed al-
gorithm's main goal was to strike a balance between power and bandwidth costs when shifting workloads from one DC to another. 
The programme took into account not only the current price and availability of energy sources, but also the expected data for future 
prices and availability of energy sources. The fundamental disadvantage of predictive models is their inability to forecast the future. 
 

b. Competitive Online Algorithm 

In this model, an online algorithm is developed and then compare it against the performance of offline algorithm in worst case sce-
nario [15, 16, 17, 18, 19]. This model do not needs the future information in advance. The performance is measured in terms of 
competitive ratio. The smaller the ratio, the better the online algorithm is considered. The main limitation of this model is that in real 
world one deal majorly with the average case scenario instead of worst case. 
 
Toosi et al. [20] employed competitive online algorithms in order to solve the problem of minimizing the energy cost of data centers 
by utilizing the renewable energy. Based on the availability of renewable energy, the workload was dispersed among data centres 
located in various locations. Due to unknown workload amounts and unexpected weather conditions, this system has a severe flaw: 
it cannot totally rely on renewable energy. 
 

c. Dynamic Programming 

Dynamic Programming is also one of the technique for solving the cost minimization problems. But there are two major issues in 
solving the optimization problem through Dynamic Programming. One problem while using this technique is that the future statistics 
of the incoming workload and electricity prices does not exist. Even if we use the past historical information for making a prediction 
about the future data and try to solve the problem with various existing techniques such as the Dynamic programming. This way of 
solving the above optimization will not work will because these techniques suffers from the “curse of dimensionality” problem as the 
computational complexity grows higher with the size [21]. 
 

d. Lyapunov Optimization technique 

It follow a greedy type approach in which it tries to achieve an objective by minimize the cost between the consecutive timeslots and 
hopes that at the end the overall cost would be minimized [22][23]. Normally there exist contradictory type of requirements in the 
objective function. For example, on one side the objective is to reduce the electricity cost while at the same time the aim is also to 
reduce the workload delay as well. Now, if the steps are taken to reduce the cost, then the algorithm may will waits till that moment 
where per unit cost is sufficiently lower, but by doing so the workload delay will definitely increases. On other side, if measures are 
taken to decrease the workload delay, then the workload will be executed irrespective of the current per unit cost and due to which 
the cost may increase. Here a fine tradeoff has to be made b/w these contradictory requirements. A tradeoff variable known as V is 
used for this purpose. The main feature of this technique is that it is easy to implement and does not depends upon the system sta-
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tistics. Some of the work done in this area are as follows: 
 
Urgaonkar et al. [23] suggested an online algorithm based on the Lyapunov Optimization technique for reducing electricity costs by 
employing storage devices with continuous power supply (UPS). The algorithm's logic is to charge the battery when market prices are 
lower and use it when electricity prices are higher. The biggest drawback is that the battery has a finite capacity and may only be 
utilised for a certain amount of time. Second, this strategy minimises the entire workload's average latency. 
Polverini et al. [24] presented GreFar as an online algorithm for scheduling batch workloads across multiple data centres. The goal of 
the algorithm was to lower the cost of power while also allocating available resources fairly among different requests while meeting 
the average delay and maximum inlet temperature requirements. The algorithm was contrasted to an offline algorithm that knew 
what would happen next. A simulation-based technique was used to assess the algorithm's performance. The key disadvantage or 
constraint is that the GreFar reduce the average delay but do not guarantee that each work will be completed on time. 
Researchers are also working on other aspects of reducing the energy cost of geographically distributed datacenters, such as mini-
mising the cost in a multi-electricity market environment [25], proactive demand response for data centres [26], lowering the elec-
tricity price for interactive workload [27], and so on. 

 
Conclusion and Future Work 
Datacenter Operators such as Google, Facebook, Amazon etc. bear a major portion of their operational cost in the shape of electrici-
ty consumption. Many researchers work on hardware and software based techniques in order to minimize the electricity cost of 
those operators. One angle to minimize the electricity cost of those operator is to exploit the variation of per unit electricity cost that 
exist along the time and space. In this paper, we summarized and present the work done in the area of minimizing the overall elec-
tricity cost of datacenter operators by using software based techniques and model. There are mainly four models and techniques 
used in the literature for achieving the cost minimization objective. These are Future Predication models, Competitive Online Algo-
rithm, Dynamic Programming and Lyapunov optimization technique. Pros and cons of each of them is also explained.   
In future, we would like to investigate and includes the aspect of using the renewable source of energy, energy storage devices on 
various types of workloads for minimizing the electricity cost of the geographically distributed datacenters. 
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