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Abstract 

In this study numerical solutions of time-independent Schrodinger wave equation 

(TISWE) under infinite potential well were analyzed. The TISWE is reduced to 

computationally tractable form by using Galerkin method and then the approximate 

solution is analyzed on the interval  1,1  and Chebysheve polynomials were used as a 

trial function. The approximate solutions generated using this numerical scheme is highly 

accurate and physically acceptable. Finally the result is compared with the analytic 

solution which shows that this numerical method is one of the finest numerical methods to 

find approximate solutions of TISWEs. 

Key-Words: - Time-independent Schrodinger equation, Galerkin Method, Chebysheve 

Polynomial 

1. Introduction 

The Schrodinger equation is essential for 

many non-relativistic problems and gives 

an accurate description of the true nature 

of the microscopic world in a 

probabilistic sense which can be applied 

quantum mechanics, nuclear physics, 

theoretical physics and chemistry, 

physical chemistry, chemical physics and 

in many other scientific areas to describe 

the quantum system through a well-

defined wave function determined by 

applying suitable analytic or numerical 

method. [1, 2] 

 

This important equation was formulated 

by Erwin Schrodinger in 1926, which 

showed that it is the equivalent of the 

Newtonian laws but for quantum systems 

[3]. Based on the use of time as an 

independent variable, the Schrödinger 

wave equation can be categorized as 

time-independent Schrödinger equation 

(TISE) and time-dependent Schrödinger 

equation (TDSE). There are various 

ways for which Schrodinger equations 

can be solved analytically, for instance 

the harmonic oscillator and the hydrogen 

atom methods are widely used methods 

[3]. However, in most cases of practical 

interest (like atomic, molecular, and 
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solid-state physics) exact or approximate 

numerical methods must be employed 

[4]. 

Many authors have done analytic as well 

as numerical solutions of both TISE and 

TDSE.  

Some of the recent analytic solutions of 

Schrodinger equation include Elzaki 

decomposition method [5], homotopy 

perturbation and Adomian 

decomposition methods [6, 7]. On the 

other hand many authors developed 

approximate, numerical solutions of both 

TISE and TDSE, to mention some; 

numerical solution for time-independent 

Schrodinger wave equation using 

Numerov algorithm for the square well, 

harmonic and linear potentials [8], time-

independent Schrodinger equation using 

wavelet method by determining the wave 

function using the harmonic multi-

resolution analysis [9], numerical 

solution of time-independent 

Schrodinger equation is analyzed using 

imaginary time propagation method [10], 

a direct way to the exact controllability 

of the 1D Schrödinger equation with 

Dirichlet boundary control is derived 

using the flatness approach which 

involves in parameterizing the solution 

and the control by the derivatives of a 

flat output [11]. 

In addition to the authors listed above; 

analytical techniques for the generation 

of wide classes of exact solutions of the 

nonlinear Schrödinger equation 

containing an external potential are 

proposed [12], a numerical solution of 

TISE is developed  without making any 

approximation by applying simple 

procedure to some quantum mechanical 

problems in one dimension [13], 

approximate solution of one-dimensional 

TISE using symplectic schemes [14], 

numerical solution of one dimensional 

TISE in quantum-well structures 

presented based on the transfer matrix 

method [15] , a MATLAB code is 

developed by applying finite difference 

method on time-independent 

Schrodinger equation in which a 

potential well is taken (particle in a box) 

and the wave-function of the particle is 

calculated by solving Schrodinger 

equation[16], authors in [17,18,20,21 

22,23,24] established numerical solution 

for TDSE and in [25,26,27,28] numerical 

methods presented for nonlinear 

Schrodinger equations. 

In this paper numerical solution of TISE 

is analyzed and accurate numerical 

solution is obtained using the algorithm 

formulated in [29], by avoiding Runge-

Kutta and secant methods used in [29]. 

Hence this paper presents numerical 

solution of TISE by Galerkin Method 

using Chebysheve polynomials as a trial 

function.  

This Paper is outlined as; section II, brief 

explanation of mathematical formulation 

of the method will be clarified which 

comprises; the conditions that the 
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approximate solution should satisfy, 

derivatives of the wave function and 

description and implementation of 

Galerkin method. Section III, numerical 

results and examples by comparing with 

the exact solution will be discussed and 

finally in section IV possible conclusion 

will be presented. 

2. Mathematical formulation of 

the Method 

In this study we consider the time-

independent Schrodinger equation for a 

particle bounded by infinitely high potential 

barriers within a region 0 x r  ; 

2
2

2

( )
( ) 0

d x
k x

dx


  …………. (1) 

Where, ( )x  - is the wave function, 

2Em
k    

E-Energy of the particle 

m- Mass of the particle and 

            
2

h


  & 

346.62607015 10 .h J s   

             called Planck’s constant. 

Since the probability of the particle being 

found at 0x  and x d is zero, we have 

boundary conditions given by; 

(0) 0  and ( ) 0r     ------------------- (2) 

The general solution of equation (1) is given 

by; 

( ) sin( ) cos( )x A kx B kx   , where A  and 

B  are constants that we should determine. 

Now using the boundary conditions in (2) 

we get; 

(0) cos(( )(0)) 0 0B k B      

( ) sin( ) 0 A=0 or sin(kr)=0r A kr either   

If we consider A=0, ( ) 0x  , which is not 

useful solution. Thus now considering  

sin(kr)=0 kr=n  

k=n /r for n=0, 1, 2,...   ………… (3) 

For 0 ( ) 0n x   , this is again a trivial 

solution of (1).  

Considering 1,2,3,...n  /nk n r and the 

negative side of n yields the same wave 

function with negative sign. 

Now equating the equations for k in 

equation (1) and (3) we get; 

2 2 2

22
n

n
E

r m


 --------------------------- (4) 

Thus for different values of n there is 

corresponding energy, E and for different 

choice of E  we have different wave 

function ( )x .  To emphasize this fact we 

write the wave function as ( )E x

representing a wave function for 

corresponding value of energy, E. 

2.1. The conditions n
ψ (x)  should 

satisfy 

To have physically acceptable the 

approximate solution, n
ψ (x) , obtained by 

this method must satisfy two conditions. 

1) Quantization of Energy  

GSJ: Volume 7, Issue 6, June 2019 
ISSN 2320-9186 

192

GSJ© 2019 
www.globalscientificjournal.com 



 

4 
 

2) Continuity  

 

2.1.1. The Quantization of Energy 

As the Schrodinger equation describes the 

probability of the existence of a particle in a 

given region, 0 x r  , then we must remain 

aware of one further requirement of a wave 

function which comes from its probability 

interpretation. So we have the amazing 

result that the probability interpretation of 

the wave function forces us to conclude that 

the allowed energies of a particle moving in 

a potential ( )V x  are restricted to certain 

discrete values, these values determined by 

the nature of the potential. This is the 

phenomenon known as the quantization of 

energy, a result of quantum mechanics 

which has vast significance for determining 

the structure of atoms or generally to go 

further on the properties of matter overall 

[3]. 

Therefore to become physically acceptable a 

wave function must satisfy the 

normalization condition; That is, 

2
( ) 1

r

0

x dx   ……………………    (5) 

From the general solution of equation (1) 

and the boundary condition in (2) the value 

of 0B  , but to find the value of A  the 

solution of equation (1) should be 

normalized. 

( ) sin( ) sin( )
n x

x A kx A
r


    

2

0

sin( ) 1

d
n x

A dx
r


   

2
A

r
   

2
( ) sin( ), 0     n

n x
x for x r

r r


    -----

---------------- (6) 

Using this equation a number of solutions 

can be obtained for different values of n . 

2.1.2. Continuity 

On the other hand to be physically 

acceptable, the wave function and its 

derivative should be continuous on 0 x r 

.Thus, the approximate solution obtained 

using this method and its derivative should 

be continuous on 0 x r   

The analytic solution in equation (6) above 

and its derivative in equation (7) below, both 

( ) and x  ( )n x  are continuous on

0 x r  . 

 
2

cos( )n

n n
x x

r r r

 
   ………….. (7). 

2.2. Derivative of the wave function  

The derivative of the wave function given in 

equation (7) is continuous function

(0, )x r   and at the end point of this 

interval the value of ( )n x  are determined as 

follows. 

2
(0) 1,2,...  n

n
for n

r r


       ---------- (8) 

2
( ) ( 1) 1,2,...  

n

n

n
r for n

r r


     ------ (9) 

From equations (8) and (9) can be concluded 

as;  

(0) ( )      n n r for n even and    

(0) - ( )     n n r for n odd    
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Table1. Analyzing the values of (0)n  &

( )n r   using equations (8) and (9) for 

1&2r  & 1,2,3n   

r          n                   (0)n   ( )n r   

 1          1                     2  2  

             2                     2 2  2 2  

             3                     3 2  3 2  

 2          1                     / 2  / 2  

             2                                                          

             3                    3 / 2                     3 / 2  

 

Now up on applying the mathematical 

formulations in [3], the Schrodinger 

equation given in the form; 

2
2

2

( )
( ) 0

(0) 0 ( )

d x
k x

dx

r




 

 

 

 for 0 x r   is 

transformed in to equivalent Schrodinger 

equation on 1 1x    given by; 

22

2

( )
( ) 0

2

(-1) 0 (1)

 
d x kr

x
dx




 

 
  
 

 
……………. (8) 

2.3. Galerkin Method  

In this section we introduce the Galerkin 

Method to solve equation [8]. Galerkin 

method is one of the weighted residual 

methods in which the approximation 

function is the same as the weight function 

[29]. 

Consider an operator equation 

 A     in  u f     ……………….. (9) 

A is an operator, often a differential 

operator acting on u . 

 The approximate solution of (10) is given 

by; 

0

( ) ( )x x
N

N i i

i

U d 


  where (x)i  is the 

approximating function. 

The difference ( )A NU f , called the 

residual of the approximation is nonzero; 

0

) ( )) 0R A(U A( x
N

N i i

i

f d f


      

In the weighted residual method, as the 

name suggests, the parameters 'id s  are 

determined by requiring the residual R  to 

vanish in the weighted-integral sense; That 

is;  

( ) 0 ( 1,2,..., )x)R(x,d       i i dxdy i N


   

…………………………. (10).   

Where (x)i  is the weighted function which 

is the same as the approximating function 

and   is a two dimensional domain [30].  

Thus, the Galerkin method to solve equation 

(8) is to find the values of the constants, 

'id s  by assuming that the approximate 

solution of (8) is given by; 

0

( ) ( )
m

i i

i

x d N x



…………………….. (11) 

Where ( )iN x  for 1, 2,3,...,i m  are 

Chebysheve polynomial.  

Applying Galerkin method to equation (8) 

we have; 

GSJ: Volume 7, Issue 6, June 2019 
ISSN 2320-9186 

194

GSJ© 2019 
www.globalscientificjournal.com 



 

6 
 

21 2

2

1

( ) ( ) 0
2

j

d kr
x N x dx

dx






  
      


… (12) 

Up on integrating equation (10) and 

applying integration by parts on the first 

term on the left hand side;

21

1

( )
[ ( ) ( ) ( )] ( 1) ( 1) (1) (1)

2
j j j j

d x kr
N x x N x dx N N

dx


  



 
        

 


……………………… (13) 

Substituting equation (9) into equation (11) and after some rearrangement; 

1

0 1

( ) ( ) ( ) ( ) ( 1) ( 1) (1) (1)
m

i i j i j j j

i

d N x N x N x N x dx N N 
 

            ……………………… (14) 

Rewriting equation (14) in short form; 

0

m

i ij i

i

d R G


  ………………………………... (15) 

Where  

1

1

( ) ( ) ( ) ( )ij i j i jR N x N x N x N x dx


       and ( 1) ( 1) (1) (1)i j jG N N       

Now before beginning to determine the constants id ’s, it needs a way out to replace values for

( 1) & (1)   . But in Table 1 above we have values for (0) ( 1)    and ( ) (1)r   which 

corresponds to each r  and n  values. Substituting these values into iG  and evaluating the integral 

for ijR , we have a system of equations with m unknowns and m equations and the only variables 

left unknown are the values of id ’s. Using direct method of solving system of linear equation the 

values of id ’s are obtained and substituting these values into equation (11) the approximate 

solution of time-independent Schrodinger wave equation in equation (1) ( 1,1)x   will be 

generated.

3. Numerical Result 

In this section we deal with the numerical result of the method compared to the analytical 

solution using tables and graphs as a tool to compare. Finally we will check whether the 

generated approximate solution of time-independent Schrodinger wave equation is physically 

acceptable (whether it satisfies quantization of energy and continuity properties). 

Consider the time-independent Schrodinger wave equation given in equation (1) with boundary 

condition given in below. 

2
2

2

( )
( ) 0

(0) 0, (2) 0

d x
k x

dx




 

 

 

  ,       with exact solution ( ) sin( ( 1) / 2), 1,2,3,...  x n x where n     
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The corresponding equivalent time-independent Schrodinger wave equation is given as; 

22

2

( )
( ) 0

2

(-1) 0 (1)

 
d x kr

x
dx




 

 
  
 

 

 

But the value of r is given which is 2r   / 2k n   

2
2

2

( )
( ) 0

(-1) 0 (1)

 
d x

k x
dx




 

  

 

 

Now find the values of column vector iG and m m coefficient matrix ijR given by; 

1

1

( ) ( ) ( ) ( )ij i j i jR N x N x N x N x dx


       and ( 1) ( 1) (1) (1)i j jG N N     
 

The approximate solutions for the above Schrodinger equation using the first four Chebysheve 

polynomials for 1, 2 & 3n n n    are shown below together with their corresponding graphical 

comparison with analytic solution. 

Thus the resulting approximate solutions of the given Schrodinger equation for 1,2 &3n  are; 

4 2 2

1

696088002156671188367093331394560 27373157887160427594252621195509760
( ) (8 8 1) ( (2 1)

222380962277165835428726392833630583 222380962277165835428726392833630583
x x x x


       

3

2

684206793760880425986015887360 784096963678419113196688244736
( ) ( 4 3 ) ( )

3830255521207762060252721101459 3830255521207762060252721101459
x x x x  


     

2 4 2

3

467200174400795098779574421422080 817756420941704286100969331097600
( ) (2 1) ( (8 8 1)

6083344804624782653040509873837009 6083344804624782653040509873837009
x x x x      

                …………………………………………….(*)
 

The graphs of the above approximate solution and their corresponding exact solution for 

1,2 &3n  are shown below 
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(a) 

 

(b) 

 

(c) 

Figure 1 :( a) the graphs of 
1

ψ (x)  for n=1. (b) The graphs of 
2ψ (x)  for n=2 (c) the graphs of 

3ψ (x)  for n=3. 
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Similarly, but increasing the number of Chebysheve polynomials used , the associated 

approximate solutions for 2& 4n n  and their corresponding analytic solutions are presented 

graphically as well  as numerically as follows.  

 

(a) 

 

(b) 

Figure 2 :( a) the graphs of 
2ψ (x)  for n=2. (b) The graphs of 

2ψ (x)  for n=4 
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Table 2.The absolute error ( ) ( )n nx x   for 2n   

x         2 ( )x       2 ( )x  ( ) ( )n nx x   

-1 0 0.000002219800211 2.21980021135500 610  

-0.8 0.587785252292473 0.587512277196491 27.2975095982342 610  

-0.6 0.951056516295154 0.951315357695305 25.8841400151200 610  

-0.4 0.951056516295154 0.951164590915684 10.8074620530640 610  

-0.2 0.587785252292473 0.587392421522651 39.2830769822550 610  

   0 0.000000000000000 0.000000000000122 0.00000012200000 610  

 0.2 -0.587785252292473 -0.587392421522651 39.2830769822328 610  

 0.4 -0.951056516295154 -0.951164590915684 10.8074620530640 610  

 0.6 -0.951056516295154 -0.951315357695305 25.8841400151089
610  

 0.8 -0.587785252292473 -0.587512277196491 27.2975095982675
610  

 1 -0.000000000000000 -0.000002219800211 2.21980021111000
610  

 

As presented graphically and analyzed numerically, the results obtained using this method are 

clearly agrees with the exact solution. But to be physically acceptable the approximate solution 

should satisfy the condition known as quantization of energy which is briefly explained in 

section 2.1. Thus now we will check whether these approximate solutions satisfy this property. 

Considering the approximate solutions obtained above, the following result is generated in order 

to show whether they satisfy the condition; 

1
2

1

( ) 1n x dx


 , for n=1 and 2 

Table 3.The value of 

1
2

1

( )n x dx


  for n=1, m=4 and n=2, m=8 and the associated absolute 

error, 

1
2

1

1 ( )n x dx


    corresponding to each approximate solution. 

 

 

Exact 

Solution 

 

 
1

2

-1

ψ (x) dxE  

   

          
Approximate 

Solutions 

 

          
1

2

n

-1

ψ (x) dx  

        

 

     

 Absolute error 

1( )x  1.00 
 1( )x  

19.999895631488434 10   
51.043685115664772 10  

2 ( )x  1.00 
 2 ( )x  

19.999895631488434 10    
51.043685115664772 10  
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As shown on table 3 above, the approximate solutions generated through this method clearly 

satisfied the quantization property with the specified absolute error. 

In section 2.1.2, other condition that the approximate solution should satisfy is continuity 

property. As we have seen from the graphs of the approximate solution, the approximate 

function, ( )n x is continuous ( 1,1)x   . Accordingly, these approximate solutions are physically 

acceptable. 

4. Conclusion  

In this paper Galerkin method is formulated and employed to solve time-independent 

Schrodinger wave equation under infinite potential well. The approximate solution obtained 

through this method is in a good agreement with the exact solution. More importantly the 

approximate solution obtained via this method is physically acceptable. To test the accuracy of 

this method an example of TISE is carried out and shown the error numerically and graphically. 

Thus this method is an alternative way to solve TISE under infinite well. 
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Appendix 

MATLAB codes used to find the approximate solutions and to sketch their 

graphs together with their exact solutions. 

The MATLAB codes presented below are to find the approximate 

solution of TISE after converting it into equivalent TISE on

1 1.x    

% The MATLAB code below is used to find the 1st approximate 

%solutions considering different values of M, number of 

%Chebysheve polynomials used, n, energy level used, L, and the 

%length of the interval considered. So here M=4and L=2 and n=1 

syms x   % Creating symbolic variable x 

T1=x; 

T2=2*x^2-1; 

T3=4*x^3-3*x; 

T4=8*x^4-8*x^2+1;     %Defining the first four Chebysheve 

%polynomials in terms of symbolic variable x 

T=[T1,T2,T3,T4];%Defining Ni(x) for i=1,2,3 and 4,the %first four 

Chebysheve polynomials as 1x4 matrix 

TrT=transpose(T); %Find the transpose of Ni(x)=Nj(x)   

DrT=diff(T,x);    %Find the derivative of Ni(x) 

DrTrT=diff(TrT,x);%Compute the derivative of Nj(x)   

n=1; % Assign the value of n (energy level) 

L=2; % Assign the value of r (the upper boundary of x) 

K=(n*pi)/L; % Compute the value of k presented in %equation (1) 

m=(K*L)/2; % Compute the coefficient in equation (8) 

k1T=(m^2)*TrT*T; %Defining the term inside the integration sign 

k2T=DrTrT*DrT;   %on the LHS of equation (14) 

K1=int(k1T,x,-1,1); %Calculating the 1st &2nd   

K2=int(k2T,x,-1,1); %terms on the LHS of Equation (14) 

KK=K1-K2; %Computing LHS of equation (14) 

q=[1 1 1 1]; %The value of Nj(1) for j=1,2,…in equation(14) 

p=[-1 1 -1 1]; %The value of Nj(-1) for j=1,2,…,7 in 

%equation(14) 

N=q'; %Finding the Transpose of q 

M=p'; %Compute the Transpose of p 

F1=(pi)*M; %Computing the 1st term on the RHS of equation (14) 

F2=(pi)*N; %Computing the 2nd term on the RHS of equation (14) 

F=F1-F2; %Solving terms on the RHS of equation (14) 

c1=KK\F; %Solving for the values of di’s in equation (15) 

App_sol=T*c1; %solving for the approximate solution using di’s 

display(App_sol);%Display the approximate solution in terms of x 
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% The MATLAB code below is used to find the 1st approximate 

%solutions considering different values of M, number of 

%Chebysheve polynomials used, n, energy level used, L, and the 

%length of the interval considered. So here M=4and L=2 and n=2 

syms x   % Creating symbolic variable x 

T1=x; 

T2=2*x^2-1; 

T3=4*x^3-3*x; 

T4=8*x^4-8*x^2+1;     %Defining the first four Chebysheve 

%polynomials in terms of symbolic variable x 

T=[T1,T2,T3,T4];%Defining Ni(x) for i=1,2,3 and 4,the %first four 

Chebysheve polynomials as 1x4 matrix 

TrT=transpose(T); %Find the transpose of Ni(x)=Nj(x)   

DrT=diff(T,x);    %Find the derivative of Ni(x) 

DrTrT=diff(TrT,x);%Compute the derivative of Nj(x)   

n=2; % Assign the value of n (energy level) 

L=2; % Assign the value of r (the upper boundary of x) 

K=(n*pi)/L; % Compute the value of k presented in %equation (1) 

m=(K*L)/2; % Compute the coefficient in equation (8) 

k1T=(m^2)*TrT*T; %Defining the term inside the integration sign 

k2T=DrTrT*DrT;   %on the LHS of equation (14) 

K1=int(k1T,x,-1,1); %Calculating the 1st &2nd   

K2=int(k2T,x,-1,1); %terms on the LHS of Equation (14) 

KK=K1-K2; %Computing LHS of equation (14) 

q=[1 1 1 1]; %The value of Nj(1) for j=1,2,…in equation(14) 

p=[-1 1 -1 1]; %The value of Nj(-1) for j=1,2,…,7 in 

%equation(14) 

N=q'; %Finding the Transpose of q 

M=p'; %Compute the Transpose of p 

F1=(pi)*M; %Computing the 1st term on the RHS of equation (14) 

F2=(pi)*N; %Computing the 2nd term on the RHS of equation (14) 

F=F1-F2; %Solving terms on the RHS of equation (14) 

c1=KK\F; %Solving for the values of di’s in equation (15) 

App_sol=T*c1; %solving for the approximate solution using di’s 

display(App_sol);%Display the approximate solution in terms of x 
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% The MATLAB code below is used to find the 1st approximate 

%solutions considering different values of M, number of 

%Chebysheve polynomials used, n, energy level used, L, and the 

%length of the interval considered. So here M=4and L=2 and n=3 

syms x   % Creating symbolic variable x 

T1=x; 

T2=2*x^2-1; 

T3=4*x^3-3*x; 

T4=8*x^4-8*x^2+1;     %Defining the first four Chebysheve 

%polynomials in terms of symbolic variable x 

T=[T1,T2,T3,T4];%Defining Ni(x) for i=1,2,3 and 4,the %first four 

Chebysheve polynomials as 1x4 matrix 

TrT=transpose(T); %Find the transpose of Ni(x)=Nj(x)   

DrT=diff(T,x);    %Find the derivative of Ni(x) 

DrTrT=diff(TrT,x);%Compute the derivative of Nj(x)   

n=3; % Assign the value of n (energy level) 

L=2; % Assign the value of r (the upper boundary of x) 

K=(n*pi)/L; % Compute the value of k presented in %equation (1) 

m=(K*L)/2; % Compute the coefficient in equation (8) 

k1T=(m^2)*TrT*T; %Defining the term inside the integration sign 

k2T=DrTrT*DrT;   %on the LHS of equation (14) 

K1=int(k1T,x,-1,1); %Calculating the 1st &2nd   

K2=int(k2T,x,-1,1); %terms on the LHS of Equation (14) 

KK=K1-K2; %Computing LHS of equation (14) 

q=[1 1 1 1]; %The value of Nj(1) for j=1,2,…in equation(14) 

p=[-1 1 -1 1]; %The value of Nj(-1) for j=1,2,…,7 in 

%equation(14) 

N=q'; %Finding the Transpose of q 

M=p'; %Compute the Transpose of p 

F1=(pi)*M; %Computing the 1st term on the RHS of equation (14) 

F2=(pi)*N; %Computing the 2nd term on the RHS of equation (14) 

F=F1-F2; %Solving terms on the RHS of equation (14) 

c1=KK\F; %Solving for the values of di’s in equation (15) 

App_sol=T*c1; %solving for the approximate solution using di’s 

display(App_sol);%Display the approximate solution in terms of x 
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%The MATLAB code below is used to find the approximate 

%solutions considering different values of m, number of 

%Chebysheve polynomials used, n, energy level used, and L, the 

%length of the interval considered. So here M=8and L=2 and n=2 

syms x   % Creating symbolic variable x 

T1=x; 

T2=2*x^2-1; 

T3=4*x^3-3*x; 

T4=8*x^4-8*x^2+1; 

T5=16*x^5-20*x^3+5*x; 

T6=32*x^6-48*x^4+18*x^2-1; 

T7=64*x^7-112*x^5+56*x^3-7*x; 

T8=1-32*x^2+160*x^4-256*x^6+128*x^8;%Defining the first four 

%Chebysheve polynomials in terms of symbolic variable x 

T=[T1,T2,T3,T4,T5,T6,T7,T8];%Defining Ni(x) for i=1,2,3 and 4,the 

%first four Chebysheve polynomials as 1x4 matrix 

TrT=transpose(T); %Find the transpose of Ni(x)=Nj(x)   

DrT=diff(T,x);    %Find the derivative of Ni(x) 

DrTrT=diff(TrT,x);%Compute the derivative of Nj(x)   

n=2; % Assign the value of n (energy level) 

L=2; % Assign the value of r (the upper boundary of x) 

K=(n*pi)/L; % Compute the value of k presented in %equation (1) 

m=(K*L)/2; % Compute the coefficient in equation (8) 

k1T=(m^2)*TrT*T; %Defining the term inside the integration sign 

k2T=DrTrT*DrT;   %on the LHS of equation (14) 

K1=int(k1T,x,-1,1); %Calculating the 1st &2nd   

K2=int(k2T,x,-1,1); %terms on the LHS of Equation (14) 

KK=K1-K2; %Computing LHS of equation (14) 

q=[1 1 1 1 1 1 1 1]; %The value of Nj(1) for j=1,2,…in 

%equation(14) 

p=[-1 1 -1 1 -1 1 -1 1]; %The value of Nj(-1) for j=1,2,…,7 in 

%equation(14) 

N=q'; %Finding the Transpose of q 

M=p'; %Compute the Transpose of p 

F1=(pi)*M; %Computing the 1st term on the RHS of equation (14) 

F2=(pi)*N; %Computing the 2
nd
 term on the RHS of equation (14) 

F=F1-F2; %Solving terms on the RHS of equation (14) 

c1=KK\F; %Solving for the values of di’s in equation (15) 

App_sol=T*c1; %solving for the approximate solution using di’s 

display(App_sol);%Display the approximate solution in terms of x 

 ______________________________________________________________ 
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% The MATLAB code below is used to find the approximate 

%solutions considering different values of m, number of 

%Chebysheve polynomials used, n, the energy level used, L, the 

%length of the interval considered.  So here M=8and L=2 and n=3 

syms x   % Creating symbolic variable x 

T1=x; 

T2=2*x^2-1; 

T3=4*x^3-3*x; 

T4=8*x^4-8*x^2+1; 

T5=16*x^5-20*x^3+5*x; 

T6=32*x^6-48*x^4+18*x^2-1; 

T7=64*x^7-112*x^5+56*x^3-7*x; 

T8=1-32*x^2+160*x^4-256*x^6+128*x^8;%Defining the first four 

%Chebysheve polynomials in terms of symbolic variable x 

T=[T1,T2,T3,T4,T5,T6,T7,T8];%Defining Ni(x) for i=1,2,3 and 4,the 

%first four Chebysheve polynomials as 1x4 matrix 

TrT=transpose(T); %Find the transpose of Ni(x)=Nj(x)   

DrT=diff(T,x);    %Find the derivative of Ni(x) 

DrTrT=diff(TrT,x);%Compute the derivative of Nj(x)   

n=3; % Assign the value of n (energy level) 

L=2; % Assign the value of r (the upper boundary of x) 

K=(n*pi)/L; % Compute the value of k presented in %equation (1) 

m=(K*L)/2; % Compute the coefficient in equation (8) 

k1T=(m^2)*TrT*T; %Defining the term inside the integration sign 

k2T=DrTrT*DrT;   %on the LHS of equation (14) 

K1=int(k1T,x,-1,1); %Calculating the 1st &2nd   

K2=int(k2T,x,-1,1); %terms on the LHS of Equation (14) 

KK=K1-K2; %Computing LHS of equation (14) 

q=[1 1 1 1 1 1 1 1]; %The value of Nj(1) for j=1,2,…in 

%equation(14) 

p=[-1 1 -1 1 -1 1 -1 1]; %The value of Nj(-1) for j=1,2,…,7 in 

%equation(14) 

N=q'; %Finding the Transpose of q 

M=p'; %Compute the Transpose of p 

F1=(pi)*M; %Computing the 1st term on the RHS of equation (14) 

F2=(pi)*N; %Computing the 2nd term on the RHS of equation (14) 

F=F1-F2; %Solving terms on the RHS of equation (14) 

c1=KK\F; %Solving for the values of di’s in equation (15) 

App_sol=T*c1; %solving for the approximate solution using di’s 

display(App_sol);%Display the approximate solution in terms of x 

 ______________________________________________________________ 
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______________________________________________________________________________ 

% The MATLAB code below is used to Sketch the graph of the 

%approximate solution obtained for n=1, L=2 and M=4 together 

%with the exact solution which will give fig1 (a) 

x=-4:0.05:4;     % Re-defining the value of x 

y=sin((0.5)*pi*(x+1)); % The exact solution of the example 

plot(x,y,'->')        % Plotting the graph of the exact solution 

hold on              % to sketch on the same plane 

App_sol=(696088002156671188367093331394560*pi*(8*x.^4 - 8*x.^2 + 

1))/222380962277165835428726392833630583 - 

(27373157887160427594252621195509760*pi*(2*x.^2 - 

1))/222380962277165835428726392833630583; 

plot(x,App_sol,'-*') %Plotting the app_sol on the same plane 

ax=[-1 1]; 

ay=[-1 1];  %Specifying axis to display the graphs  

axis([ax ay]);   %Making square axis  

title('The graph of exact and approximate solutions for n=1 and 

m=4') % Providing the title of the graphs 

legend('Exact solution','Approximate solution')% graphs legend 

xlabel('X-axis') %Labeling x axis 

ylabel('Y-axis') %Labeling y axis 

______________________________________________________________________________ 

% The MATLAB code below is used to Sketch the graph of the 

%approximate solution obtained for n=2, L=2 and M=4 together 

%with the exact solution which will give fig1 (b) 

x=-4:0.01:4;% Re-defining the value of x 

y=sin(pi*(x+1)); % The exact solution of the example for n=2 

plot(x,y,'>')    % Plotting the graph of the exact solution 

hold on          % to sketch on the same plane 

App_sol=-(684206793760880425986015887360*pi*(- 4*x.^3 + 

3*x))/3830255521207762060252721101459 - 

(784096963678419113196688244736*pi*x)/38302555212077620602527211

01459;          % The approximate solution for n=2 

plot(x,App_sol,'*') %Plotting the app_sol on the same plane 

ax=[-1 1];  %Specifying axis for horizontal line (x-axis) 

ay=[-1 1];  %Specifying axis to vertical line (y-axis)  

axis([ax ay]); %Making square axis  

title('The graph of exact and approximate solutions for n=2 and 

m=4') % Providing the title of the graphs 

legend('Exact solution','Approximate solution')%Legend the 

graphs 

xlabel('X-axis') %Labeling x axis 

ylabel('Y-axis') %Labeling y axis 
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______________________________________________________________________________ 

% The MATLAB code below is used to Sketch the graph of the 

%approximate solution obtained for n=3, L=2 and M=4 together 

%with the exact solution which will give fig1 (c) 

x=-4:0.05:4; 

y=sin(1.5*pi*(x+1)); 

plot(x,y,'-*') 

hold on 

App_sol=(467200174400795098779574421422080*pi*(2*x.^2 - 

1))/6083344804624782653040509873837009 - 

(817756420941704286100969331097600*pi*(8*x.^4 - 8*x.^2 + 

1))/6083344804624782653040509873837009; 

plot(x, App_sol,'->') 

ax=[-1 1]; 

ay=[-1 1]; 

axis([ax ay]); 

title('The graph of exact and approximate solutions for n=3 and 

m=4') 

legend('Exact solution','Approximate solution') 

xlabel('X-axis') 

ylabel('Y-axis') 

____________________________________________________________________________ 

% The MATLAB code below is used to Sketch the graph of the 

%approximate solution obtained for n=2, L=2 and M=8 together 

%with the exact solution which will give fig2 (a) 

x=-4:0.05:4; 

y=sin(pi*(x+1)); 

plot(x,y,'-*') 

hold on 

App_sol =-

(13772706043214508412137838344451854251702598108815732181565440*

pi*(- 4*x.^3 + 

3*x))/6488074188015528678227651647580580448311906563840842563065

7061 - 

(11756337154562238386577648113574038547960717448091817920692224*

pi*x)/6488074188015528678227651647580580448311906563840842563065

7061 - 

(2154317919814329995493836797786084837570276106566281115729920*p

i*(16*x.^5 - 20*x.^3 + 

5*x))/6488074188015528678227651647580580448311906563840842563065

7061 - 

(137903187445059499123834774359935998694032376231648192102400*pi

*(- 64*x.^7 + 112*x.^5 - 56*x.^3 + 

7*x))/6488074188015528678227651647580580448311906563840842563065

7061; 
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plot(x, App_sol,'->') 

ax=[-1 1]; 

ay=[-1.2 1.2]; 

axis([ax ay]); 

title('The graph of exact and approximate solutions for n=2 and 

m=8') 

legend('Exact solution','Approximate solution') 

xlabel('X-axis') 

ylabel('Y-axis') 

___________________________________________________________________________ 

% The MATLAB code below is used to Sketch the graph of the 

%approximate solution obtained for n=3, L=2 and M=8 together 

%with the exact solution which will give fig2 (b) 

x=-4:0.05:4; 

y=sin(2*pi*(x+1)); 

plot(x,y,'-*') 

hold on 

App_sol=(2132905246004264856606767680111629425057481610127436939

2640*pi*(- 4*x.^3 + 

3*x))/8340221923127867946964717984125806102466326029026982325836

43 - 

(116797302358892375113132939096891759784273454657158674120704*pi

*x)/834022192312786794696471798412580610246632602902698232583643 

+ 

(196890566568135012396716343184294205381917515799169838612480*pi

*(16*x.^5 - 20*x.^3 + 

5*x))/8340221923127867946964717984125806102466326029026982325836

43 + 

(68951593722529749561917387179967999347016188115824096051200*pi*

(- 64*x.^7 + 112*x.^5 - 56*x.^3 + 

7*x))/8340221923127867946964717984125806102466326029026982325836

43; 

plot(x,App_sol,'->') 

ax=[-1 1]; 

ay=[-1.2 1.2]; 

axis([ax ay]); 

title('The graph of exact and approximate solutions for n=3 and 

m=8') 

legend('Exact solution','Approximate solution') 

xlabel('X-axis') 

ylabel('Y-axis') 

______________________________________________________________ 
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