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#### Abstract

A fractional normal distribution is constructed. With the help of this new distribution a fractional Brownian motion is defined. A generalization of the Ito stochastic integration is given and some stochastic properties are studied. Formula Ito and the product rule are generalized.
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## 1. Introduction

Let $(\Omega, \mathcal{F}, P)$ be a probability space , $R$ be the set of all real numbers. If a random variable $X: \Omega \rightarrow R$ has a density :
$f(x)=\int_{0}^{\infty} \frac{1}{\sqrt{2 \pi t^{\alpha} \theta}} \zeta_{\alpha}(\theta) \exp \left(-\frac{-(x-m)^{2}}{2 t^{\alpha} \theta}\right) d \theta$, we say that $X$ has a fractional Gaussian (or fractional normal) distribution with mean $m$ and variance $\frac{t^{\alpha}}{\Gamma(\alpha+1)}$, where $\zeta_{\alpha}(\theta)$ is the stable probability density function, $o<\alpha \leq 1, \Gamma($.$) is the$ gamma function, see [ 1-5].

In this case let us write $X$ is $N_{\alpha}\left(m, \frac{t^{\alpha}}{\Gamma(\alpha)}\right)$ random variable.

A real-valued stochastic process is called $\alpha-$ fractional Brownian if
(i) $W_{\alpha}(0)=0$,
(ii) $W_{\alpha}(t)-w_{\alpha}(s)$ is $N_{\alpha}\left(0, \frac{t^{\alpha}-s^{\alpha}}{\Gamma(\alpha+1)}\right)$,
(iii) for all times $0<t_{1}<\cdots t_{n}$ the random variables $W_{\alpha}\left(t_{1}\right), W_{\alpha}\left(t_{2}\right)-$ $W_{\alpha}\left(t_{1}\right), \ldots, W_{\alpha}\left(t_{n}\right)-W_{\alpha}\left(t_{n-1}\right)$ are independent.

Notice that $E\left(W_{\alpha}(t)=0 E\left(W_{\alpha}^{2}(t)\right)=\frac{t^{\alpha}}{\Gamma(\alpha+1)}\right.$, where $E(X)$ is the expectation of $X$.

It is easy to prove that:
$E\left(W_{\alpha}(t) W_{\alpha}(s)\right)=\frac{s^{\alpha}}{\Gamma(\alpha+1)}, s \leq t$.
In section 2, we shall study some stochastic Riemann sums. In section 3 , we shall study stochastic integrals related to the considered fractional Brownian motion. In section 4, we generalize the product rule and the formula of Ito.

## 2- Stochastic Riemann sums

Let $[a, b]$ be an interval in $[0, \infty)$ and suppose that $\wp=\left\{a=t_{o}<t_{1}<\cdots<t_{m}\right.$ is an arbitrary partition of $[a, b]$ with mesh $|\wp|=M a x_{0 \leq k \leq m-1}\left|t_{k+1}^{\alpha}-t_{k}^{\alpha}\right|$.

Consider the following sum:
$\sum_{k=0}^{m-1}\left[W_{\alpha}\left(t_{k+1}\right)-W_{\alpha}\left(t_{k}\right)\right]^{2}$ for any partition $\wp$.
Let us take the limit $|\wp| \rightarrow 0$ as $m \rightarrow \infty$ in $L^{2}(\Omega),\left(L^{2}(\Omega)\right.$ is the set of all random variables $X$ such that $E\left(X^{2}\right)$ exis).

According to the properties of $W_{\alpha}(t)$, we get:
$E\left(\left(Q_{m}-\frac{b^{\alpha}-a^{\alpha}}{\Gamma(\alpha+1)}\right)\right)^{2}=\sum_{k=0}^{m-1} E\left(\left(Y_{k}^{2}-1\right)^{2}\left(\left(t_{k+1}^{\alpha}-t_{k}^{\alpha}\right) / \Gamma(\alpha+1)\right)^{2}\right.$,
Where $Q_{m}=\sum_{k=0}^{m-1}\left[W_{\alpha}\left(t_{k+1}\right)-W_{\alpha}\left(t_{k}\right)\right]^{2}, Y_{k}=\frac{W_{\alpha}\left(t_{k+1}\right)-W_{\alpha}\left(t_{k}\right)}{\sqrt{\left(t_{k+1}^{\alpha}-t_{k}^{\alpha}\right) / \Gamma(\alpha)}}$
Notice that $Y_{k}$ is an $N_{\alpha}(0,1)$
Thus for some positive constant C we have
$E\left(\left(Q_{m}-\left(\frac{a^{\alpha}-b^{\alpha}}{\Gamma(\alpha)}\right)^{2} \leq C|\wp|(b-a) \rightarrow 0\right.\right.$ as $m \rightarrow \infty$.

Consider now the following stochastic Riemann sum:
$R_{m}=\sum_{k=0}^{m-1} W_{\alpha}\left(t_{k}\right)\left(\left(W_{\alpha}\left(t_{k+1}\right)-W_{\alpha}\left(t_{k}\right), a=0, b=T\right.\right.$.
It is clear that
$R_{m}=\frac{W_{\alpha}^{2}(T)}{2}-\frac{1}{2} \sum_{k=0}^{m-1}\left[W_{\alpha}\left(t_{k+1}\right)-W_{\alpha}\left(t_{k}\right)\right]^{2} \rightarrow \frac{W_{\alpha}^{2}(T)}{2}-\frac{T^{\alpha}}{2 \Gamma(\alpha+1)}$ as the mesh tends to zero and $m \rightarrow \infty$.

We can write:
$\int_{0}^{T} W_{\alpha} d W_{\alpha}=\frac{W_{\alpha}^{2}(T)}{2}-\frac{T^{\alpha}}{2 \Gamma(\alpha+1)}$.

We can write

$$
d W_{\alpha}^{2}(t)=2 W_{\alpha} d W_{\alpha} \quad \text { (comp.[6-11]). }
$$

$$
+\frac{t^{\alpha-1}}{\Gamma(\alpha)} d t
$$

It can be proved also that
$d\left(t W_{\alpha}\right)=t d W_{\alpha}+W_{\alpha} d t$.

## 3- Stochastic $\alpha$-fractional integrals

Let $\mathcal{L}^{2}(0, T)$ be the space of all real-valued, progressively measurable stochastic processes $\mathrm{G}($.$) such$ that $E\left(\int_{0}^{T} G^{2} d t\right)<\infty$

Denote by $S$ the set of all bounded step processes $\mathcal{L}^{2}(0, T)$.
Let $G \in S$. Then following Ito, we define $\int_{0}^{T} G d W_{\alpha}$, by
$\int_{0}^{T} G d W_{\alpha}=\sum_{k=0}^{m-1} G_{k}\left(W_{\alpha}\left(t_{k+1}\right)-W_{\alpha}\left(t_{k}\right)\right)$,
Where $G(t)=G_{k}$ for $t_{k} \leq t_{k+1}, k=0, \ldots, m-1$.
The random variables $G_{1}, \ldots, G_{m}$ are independent of $W_{\alpha}\left(t_{k+1}\right)-W_{\alpha}\left(t_{k}\right), k=0, \ldots, m-1$.

It is easy to see that for all real constants $a, b$ and for all $G, H \in S$,
$\int_{0}^{T}(a G+b H) d W_{\alpha}=a \int_{0}^{T} G d W_{\alpha}+b \int_{0}^{T} H d W_{\alpha}$,
$E\left(\int_{0}^{T} G d W_{\alpha}\right)=0$.

Let us try to find $E\left[\left\{\int_{0}^{T} G d W_{\alpha}\right\}^{2}\right]$.
According to the properties of $W_{\alpha}, G$ we can prove that
$\left.E\left[\left\{\int_{0}^{T} G d W_{\alpha}\right\}^{2}\right]=\sum_{k=0}^{m-1} E\left(G^{2}\right) E\left(W_{\alpha}\left(t_{k+1}\right)-W_{\alpha}\left(t_{k}\right)\right)^{2}\right)=\frac{1}{\alpha \Gamma(\alpha)} \int_{0}^{T} E\left(G^{2}\right) d t^{\alpha}$.

Also, we can see that
$E\left(\int_{0}^{T} G d W_{\alpha} \int_{0}^{T} H d W_{\alpha}\right)=\frac{1}{\Gamma(\alpha)} \int_{0}^{T} t^{\alpha-1} G H d d t$.
Using the fact that $S$ is dense in $\mathcal{L}^{2}(0, T)$, we can see that all the previous relations are valid for all $G, H \in \mathcal{L}^{2}(0, T)$.

## 4-The fractional product rule

Theorem. (fractional product rule). Suppose
$d X_{1}=F_{1} d t+G_{1} d W_{\alpha}, d X_{2}=d F_{2} d t+G_{2} d W_{\alpha}, 0 \leq t \leq T$,
Where $G_{1}, G_{2} \in \mathcal{L}^{2}(0, T), F_{1}, F_{2} \in \mathcal{L}^{1}(0, T),\left(\mathcal{L}^{1}(0, T)\right.$ is the space of all real-valued, progressively measurable stochastic processes $F$ such that $\left.E\left[\int_{0}^{T}|F| d t\right]<\infty\right)$.

Then
$d\left(X_{1} X_{2}\right)=X_{2} d X_{1}+X_{1} d X_{2}+\frac{t^{\alpha-1}}{\Gamma(\alpha)} G_{1} G_{2} d t$.
Proof. We can write $X_{i}(t)=X_{i}(0)+\int_{0}^{t} F_{i}(r) d r+\int_{0}^{t} G_{i}(r) d W_{\alpha}(r), i=1,2, \quad 0 \leq t \leq T$.
I- Let us first consider the case $X_{1}(0)=X_{2}(0)=0, F_{i}(t)=F_{i}, G_{i}(t)=G_{i}$, where $F_{i}, G_{i}$ are time independent. Then
$X_{i}(t)=F_{i} t+G_{i} W_{\alpha}(t), 0 \leq t \leq T, i=1,2$.
Thus

$$
\begin{aligned}
\int_{0}^{t}\left[X_{2}(r) d X_{1}(r)\right. & \left.+X_{1}(r) d X_{2}(r)+\frac{r^{\alpha-1}}{\Gamma(\alpha)} G_{1} G_{2}\right] d r \\
& =F_{1} F_{2} t^{2}+\left(G_{1} F_{2}\right. \\
& \left.+G_{2} F_{1}\right) \int_{0}^{t} d\left(r W_{\alpha}(r)\right)+2 G_{1} G_{2} \int_{0}^{t} W_{\alpha}(r) d W_{\alpha}(r)+G_{1} G_{2} \frac{t^{\alpha}}{\Gamma(\alpha+1)} .
\end{aligned}
$$

Using the results in section 2 , we get

$$
\int_{0}^{t}\left[X_{2}(r) d X_{1}(r)+X_{1}(r) d X_{2}(r)+\frac{r^{\alpha-1}}{\Gamma(\alpha)} G_{1} G_{2}\right] d r=X_{1}(t) X_{2}(t)
$$

This is the fractional product formula for the special case that $X_{1}(0)=X_{2}(0)=0$ and $F_{i}, G_{i}$ time independent random variables. The case that $X_{1}(0) \neq 0, X_{2}(0) \neq 0$ and $F_{i}, G_{i}$ are time independent random variables has a similar proof.
II- If $F_{i}, G_{i}$ are step processes, we apply step I on each subinterval ( $t_{k}, t_{k+1}$ ) on which $F_{i}$ and $G_{i}$ are constant random variables, and add the resulting integral expressions.
III- In the general situation, we select step processes $F_{i}^{n} \in \mathcal{L}^{1}(0, T), G_{i}^{n} \in \mathcal{L}^{2}(0, T)$ such that
$E\left[\int_{0}^{T}\left|F_{i}^{n}-F_{i}\right| d t \rightarrow 0\right.$, as $n \rightarrow \infty, E\left[\int_{0}^{T}\left\{G_{i}^{n}-G_{i}\right\}^{2} d t\right] \rightarrow 0$, as $n \rightarrow \infty$.
Define

$$
X_{i}^{n}(t)=X_{i}(0)+\int_{0}^{t} F_{i}^{n} d r+\int_{0}^{t} G_{i}^{n} d W_{\alpha}, i=1,2 .
$$

We apply step II to $X_{i}^{n}($.$) on [0, \mathrm{~T}]$ and pass to limits to obtain the required formula.
This completes the proof of the theorem.

Theorem (Fractional Ito formula). Suppose that $X($.$) has a fractional stochastic$ differential
$d X=F d t+G d W_{\alpha}, F \in \mathcal{L}^{1}(0, T), \quad G \in \mathcal{L}^{2}(0, T)$.
Assume $u:(-\infty, \infty) x[0 . T] \rightarrow(-\infty, \infty)$ is a continuous such that $\frac{\partial u}{\partial t}, \frac{\partial u}{\partial x}, \frac{\partial^{2} u}{\partial x^{2}}$ exist and are continuous.
Set

$$
Y(t)=u(X(t), t)
$$

Then $Y$ has the fractional stochastic differential

$$
d Y=\frac{\partial u}{\partial t} d t+\frac{\partial u}{\partial x} d X+\frac{1}{2} \frac{t^{\alpha-1}}{\Gamma(\alpha)} \frac{\partial^{2} u}{\partial x^{2}} G^{2} d t
$$

Proof. I- We start with the special case $\left(x^{m}\right), m=0,1,2, \ldots$ and first of all claim that

$$
d X^{m}=m X^{m-1} d X+\frac{1}{2} m(m-1) X^{m-2} \frac{t^{\alpha-1}}{\Gamma(\alpha)} G^{2} d t
$$

This is true for $m=0,1$ and the case $m=2$ follows from the fractional product rule.
Now assume the stated formula for $m-1$.

$$
d X^{m-1}=(m-1) X^{m-2} d X+\frac{1}{2}(m-1)(m-2) X^{m-3} \frac{t^{\alpha-1}}{\Gamma(\alpha)} G^{2} d t
$$

And we prove it for $m$. Using the fractional product rule, we get

$$
\begin{aligned}
d X^{m}=d\left(X X^{m-1}\right)= & X d X^{m-1}+X^{m-1} d X+(m-1) X^{m-2} \frac{t^{\alpha-1}}{\Gamma(\alpha)} G^{2} d t \\
=X\left[(m-1) X^{m-2} d X+\right. & \left.\frac{1}{2}(m-1)(m-2) X^{m-3} \frac{t^{\alpha-1}}{\Gamma(\alpha)} G^{2} d t\right]+X^{m-1} d X+ \\
& (m-1) X^{m-2} \frac{t^{\alpha-1}}{\Gamma(\alpha)} G^{2} d t
\end{aligned}
$$

$=m X^{m-1} d X+\frac{1}{2} m(m-1) X^{m-2} \frac{t^{\alpha-1}}{\Gamma(\alpha)} G^{2} d t$.

Since fractional Ito formula thus holds for the function $u(x)=x^{m}, m=1,2, \ldots$ it follows that fractional Ito formula is valid for all polynomials $u$ in the variable $x$.
II- Suppose now $u(x, t)=f(x) g(t)$, where $f$ and $g$ are polynomials. Then

$$
\begin{gathered}
d(u(x, t))=d(f(X) g(t)) \\
=f(X) d g(t)+g(t) d f(X) \\
=f(X) g^{\prime}(t) d t+g(t) f^{\prime}(X) d X+\frac{1}{2} f^{\prime \prime}(X) \frac{t^{\alpha-1}}{\Gamma(\alpha)} G^{2} d t \\
=\frac{\partial u}{\partial t} d t+\frac{\partial u}{\partial x} d X+\frac{1}{2} \frac{\partial^{2} u}{\partial x^{2}} \frac{t^{\alpha-1}}{\Gamma(\alpha)} G^{2} d t .
\end{gathered}
$$

Thus fractional Ito formula is valid for all polynomial function $u$ of the variables $x, t$.

III- Given $u$ as in fractional Ito formula, there exists a sequence of polynomials $\left\{u_{n}\right\}$ such that $u_{n} \rightarrow$ $u, \frac{\partial u_{n}}{\partial t} \rightarrow \frac{\partial u}{\partial t}, \frac{\partial u_{n}}{\partial x} \rightarrow \frac{\partial u}{\partial x}, \frac{\partial^{2} u_{n}}{\partial x^{2}} \rightarrow \frac{\partial^{2} u}{\partial x^{2}}$, as $n \rightarrow \infty$,
Uniformly on compact subsets of $(-\infty, \infty) x[0, T]$. With the help of step II, we ncan write

$$
u_{n}(X(t), t)-u_{n}(X(0), 0)=\int_{0}^{t}\left[\frac{\partial u_{n}}{\partial r}+\frac{\partial u_{n}}{\partial x} F+\frac{1}{2} \frac{\partial^{2} u}{\partial x^{2}} \frac{t^{\alpha-1}}{\Gamma(\alpha)} G^{2}\right] d r
$$

$+\int_{0}^{t} \frac{\partial u_{n}}{\partial x} G d W_{\alpha} \quad$ almost surely.
We may pass to limits as $n \rightarrow \infty$ in this expression, thereby proving fractional Ito formula in general.

## Conclusion

A fractional normal distribution is defined. With the help of this distribution a fractional Brownian motion is studied. The theory of stochastic integrals is generalized. A new fractional product rule and fractional Ito formula are given.
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