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Abstract 

Emails are the easiest, and most popular form of communication in modern times where smart 
phone usage is prevalent. This popularity has also attracted spammers who have used it for 
unsolicited messages, and illegal marketing activities as well as to perform different forms of 
atrocities. Different attempts have been made to stem the operations of the spammers, and to 
separate spam mails from normal (ham) mails. In this paper, a spam filtering approach was 
proposed. This approach consists of two stages; feature selection, and email classification. In the 
first stage, the feature selection was done based on a fitness function. The best fit individuals 
were then selected to crossover, and mutate, and thereafter the fittest ones are moved to the next 
generation so as to continue from there. In the second stage, genetic algorithm was used to 
classify the emails into ham, and spam. The results of experiments carried out showed that 
genetic algorithm can effectively classify emails. In furtherance to this, the accuracy of the 
system was calculated to be 98%. This shows that the percentage accuracy of using genetic 
algorithm for email classification is considerably high. 

Keywords: Spam, Ham, Fitness Function, Genetic Algorithm, Feature Selection. 

 

1. Introduction 

Emails are one of the cheapest and fastest 

means of sending, and receiving messages 

all over the globe in this era of digital 

computing. Recently, emails have fallen 

under serious threats known as spam. Spam 

emails are unsolicited, and unwarranted 

emails sent to individuals email accounts by 

spammers, most of which contain viruses. 

These days, spammers are so professional 
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with spamming which makes it difficult to 

differentiate between spam and non-spam 

emails. This calls for more efficient and 

effective means to classify messages. 

The rate at which such data is stored is 

growing at a phenomenal rate. As a result, 

traditional ad hoc mixtures of statistical 

techniques, and data management tools are 

no longer adequate for analyzing this vast 

collection of data. (Sushmita et al. 2002). 

According to Venugopal et al. (2009), 

efficient tools, and algorithms for knowledge 

discovery in large data sets have been 

devised during the recent years. These 

methods exploit the capability of computers 

to search huge amount of data in a fast and 

effective manner. However, the data to be 

analyzed is imprecise and afflicted with 

uncertainty. In the case of heterogeneous 

data sources such as text, and video, the data 

might moreover be ambiguous and partly 

conflicting. Besides, patterns, and 

relationships of interest are usually vague, 

and approximate. Thus, in order to make the 

information mining process more robust or 

say, human-like, methods for searching, 

learning, and classification, it requires 

tolerance towards imprecision, uncertainty, 

and exceptions. Thus, they have 

approximate reasoning capabilities and are 

capable of handling partial truth. Properties 

of the aforementioned kind are typical of 

Genetic Algorithm. Genetic algorithms 

(GAs) are involved in various optimization, 

classification, and search processes, like 

query optimization, and template selection.   

GAs is of interest because they provide an 

alternative to traditional machine learning 

algorithms, which begin to show 

combinatorial explosion (and therefore poor 

computational performance) for large search 

spaces. GA can be viewed as an 

evolutionary process where at each 

generation, from a set of feasible solutions, 

individuals or solutions are selected such 
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that individuals with higher fitness have 

greater probability of getting chosen).  

GA is very effective in solving large-scale 

problems, and can be used to find an optimal 

or near optimal feature subset (Tan et al. 

2008). According to Noraini and John 

(2011), basic genetic algorithm is generally 

composed of two processes. The first 

process is selection of individuals for the 

production of the next generation and the 

second process is manipulation of the 

selected individuals to form the next 

generation by crossover and mutation 

techniques.  

2. An Overview of Genetic Algorithm 

(GA) 

According to Asti et al. (2016), Genetic 

Algorithm (GA) is a stochastic optimization 

algorithm block adopting Darwin's theory. 

GA has been applied to solve problems such 

as selection, classification, optimization and 

modeling, automatic programming and 

machine learning. There are six basic GA 

needs to be considered which are the issue 

of the chromosome (genome) representation, 

the selection function, genetic operators 

such as mutation and crossover, the initial 

population creation, termination criteria and 

the evaluation function. Search on GA 

begins with a set of the population. The 

population consists of chromosomes. Each 

chromosome is a problem-solving solution. 

Populations will produce new offsprings 

which are expected to be better than the 

previous population. Good natural 

population will have an opportunity to 

continue to be developed in order to produce 

good offsprings. In order for GA to run, 

first, fitness function stating the success rate 

of a population needs to be defined. By 

calculating the fitness function, then it will 

be determined the population to be set to 

produce the next generation. This process is 

commonly referred to as the selection 

process. This process is one of the stages set 

out in an iterative process. The selection 
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process is a process that plays an important 

role in GA. Examine the importance of the 

selection process will be used as a reference 

for determining the chromosomes quality. 

The best generation is the generation that 

can move on to the next selection method.  

Amira et al. (2013) defined Genetic 

Algorithms (GA) as search algorithms 

inspired by evolution, and natural selection, 

and they can be used to solve different, and 

diverse types of problems. They discovered 

that genetic algorithm starts with a group of 

individuals (chromosomes) called a 

population. Each chromosome is composed 

of a sequence of genes that would be bits, 

characters, or numbers. Reproduction is 

achieved using crossover (2 parents are used 

to produce 1 or more children) and mutation 

(alteration of a gene or more). Each 

chromosome is evaluated using a fitness 

function, which defines which chromosomes 

are highly-fitted in the environment. The 

process is iterated for multiple times for a 

number of generations until optimal solution 

is reached. The reached solution could be a 

single individual or a group of individuals 

obtained by repeating the GA process for 

many runs. The performance of GA is 

usually evaluated in terms of convergence 

rate and the number of generations to reach 

the optimal solution. (Noraini and John, 

2011). 

2.1 Genetic Algorithm Data Feature 

Selection 

Sung et al. (2015) said that in order to apply 

a Genetic Algorithm to feature selection, it 

is necessary to design the Genetic Algorithm 

to meet its given domain. In their work, a 

new Genetic Algorithm for feature selection 

was designed to improve the analytical 

performance and speed in text mining step-

by-step. These steps include: 

(a) Initial Population  

The initial population is formed from the 

TDM (Document-Term Matrix) generated in 

the process of text mining. The rows (terms) 
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and columns (documents) in the TDM are 

converted into the rows (documents) and 

columns (terms) where each column (term) 

represents a feature and each row 

(document) represents a solution. This 

vector matrix is used to set the initial 

population.  

In text mining, many features are generated 

unlike the existing general data set. 

(b)  Chromosome Decoding  

Chromosomes in Genetic Algorithms are 

used to represent solutions, and 

chromosomes are decoded in the GA 

process depending on the properties of 

domains. They have designed chromosomes 

for term feature selection in text mining as 

follows:(each solution can be classified by 

one partial feature, and many partial features 

are gathered to form a feature set.) 

 (c) Fitness Function Studies and Design 

For example, the fitness function in Genetic 

Algorithms is the fitness equation which is 

used to evaluate the superiority of the given 

solution. The fitness function for text mining 

for example, is designed to evaluate the 

importance of the given term. The 

corresponding notation is as follows; 

F = {F1, F2,…,Fn} Δthe set of 

Features (Chromosome) 

D = {D1, D2, …,Dn} Δ the set of 

Documents   

N = the number of documents  

xi = Fi Δ value of I the Feature in ∈ F  

tfikΔterm frequency of feature Fi ∈F 

in document Dk∈D  

dfk document frequency is the 

number of document included Fk∈F 

idfk inverse document frequency of 

feature Fk∈ F in document Dk∈D = 

log((N-dfk)/dfk) 

(d)   Selection and Crossover Operator (in 

GA) 

For example, in Genetic Algorithms, there 

are many selection techniques which select 
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individual chromosomes with high fitness. 

The selected chromosome is used by the 

crossover operator. The superior 

chromosome is chosen to propagate its 

superior gene to the next generation. That is, 

superior genes can be propagated to good 

solutions, and bad solutions to ensure 

genetic diversity. Sung et al. (2015) have 

used the linear rank selection method. 

Crossover is a genetic operator used to 

recombine two parent chromosomes to 

generate new individuals in the next 

generation. Crossover aims at increasing 

genetic diversity just like selection.  

(e)   Feature Selection  

A large number of features are mostly 

generated by using terms extracted from the 

given corpus. When the multiple GA 

processes are performed, various problem 

domains can be explored and genetic 

diversity can be ensured.  

Other data feature selection mechanisms in 

genetic algorithm according to the research 

carried out by Shahamat and Pouyan, (2014) 

are; 

(f) Encoding: Each chromosome in the 

population represents a candidate solution 

for feature selection problem. If m is total 

number of features (here, m = 256), each 

chromosome is represented by a binary 

vector of dimension m. If a bit is equal to 0 

it means that the corresponding feature is 

not selected, and if the bit is equal to 1 

means the feature is selected. This is the 

simplest and most straightforward 

representation scheme. 

(g) Genetic operators 

(i) Selection: the individuals are selected 

based on their relative fitnesses.   

(ii) Crossover: The crossover point i is 

chosen randomly. The new solutions 

(offspring) will be created using first i bits of 

one parent and the remaining bits of the 

other parent.  
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(iii) Mutation: Each individual has a 

probability Pm to mutate. We randomly 

choose 10% of the total bits of each selected 

individual, which should be flipped in the 

mutation stage.  

 

2.2 Literature review 

Pei et al. (1998) performed feature 

extraction using genetic algorithms. They 

used Genetic Algorithms to carry out their 

research on feature selection and extraction 

from high-dimensionality data sets. They 

utilized a feedback linkage between feature 

evaluation and classification to develop a 

Genetic Algorithm based approach. Their 

approach combined Genetic Algorithm with 

a classifier system. Their result showed that 

they were able to develop a Genetic 

Algorithm rule for feature extraction and 

classification using a production rule 

system. 

Tan et al. (2008) developed a genetic 

algorithm-based method for feature subset 

selection. The framework they proposed 

which is based on a Genetic Algorithm for 

feature subset selection combined various 

existing feature selection methods. Their 

approach was able to accommodate multiple 

feature selection criteria and found small 

subsets of features that performed well for a 

particular inductive learning algorithm of 

interest to build the classifier. The 

experiments they conducted were based on 

three datasets and three existing feature 

selection methods. Their results showed that 

their approach is a robust and effective 

approach to find subsets of features with 

higher classification accuracy and/or smaller 

size compared to each individual feature 

selection algorithm. 

Shrivastava and Bindu (2013) classified 

emails using genetic algorithm with 

heuristic fitness function. By using genetic 

algorithm, spam mails are classified as 

chromosomes and these chromosomes go 

through the processes of crossover and 

mutation with the resulting best individuals 
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moved to the next generation. These 

processes continue until an optimal solution 

is achieved. Fitness function is also applied 

in the process. In their experiment, they 

considered 2448 emails out of which their 

system was able to detect 1346 mails as 

spam and the remaining 1102 mails as ham 

mails. Their results show that their system is 

84% effective. 

Sorayya and Seyed (2014) performed spam 

filtering using genetic based feature 

selection technique. They tried to evaluate 

spam detection in legal electronica letters, 

and their effect on several machine learning 

algorithms through presenting a feature 

selection method based on genetic 

algorithm. Their results indicate that feature 

selection by GA technique improves email 

spam classification.  

Shahamat and Pouyan, (2014) performed 

feature selection using genetic algorithm for 

Classification of Schizophrenic using 

functional magnetic resonance imaging 

(fMRI) Data. They proposed a new method 

for classifying subjects into schizophrenia 

and control groups by making use of 

functional magnetic resonance imaging 

(fMRI) data.  During the stage of 

processing, they reduced the number of 

fMRI time points using principal component 

analysis (PCA). For further data analysis, 

they made use of independent component 

analysis (ICA). Furthermore, local binary 

patterns (LBP) technique was used for 

feature extraction for the ICs. This made 

them able to estimate independent 

components (ICs) of PCA results. They used 

genetic algorithm for feature selection and 

they went further to get a set of features with 

large discrimination power. The test subject 

they used was classified into schizophrenia 

or control group. This they were able to do 

using a Euclidean distance-based classifier 

and a majority vote method. The result of 

their experiment showed that their proposed 
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method has an acceptable accuracy and is 

comparable to other state-of-the- art work. 

Cerrada et al. (2015) performed multi-stage 

feature selection by using genetic algorithms 

for fault diagnosis in gearboxes based on 

vibration signal. They proposed a multi-

stage feature selection technique for 

selecting the best set of condition parameters 

on the time, frequency and time frequency 

domains extracted from vibration signals for 

fault diagnosis purposes in gearboxes. They 

used three methods namely; wrapper, 

filtering and embedded methods to eliminate 

features that are not relevant. At each stage, 

they selected the best features from a subset 

of candidate features that improve 

classification metrics on the diagnosis 

model. 

Sung et al. (2015) presented a feature 

selection method based on genetic algorithm 

for efficient of text clustering and text 

classification. They focused on selecting a 

set of optimized features from big data. 

They used Genetic Algorithm to extract 

these features as desired according to term 

importance calculated by the equation 

found. Their study revolved around feature 

selection method to lower computational 

complexity and to increase analytical 

performance. They were able to achieve the 

design of a new Genetic Algorithm to 

extract features in text mining. They also 

conducted clustering experiments on a set of 

spam mail documents to verify and to 

improve feature selection performance and 

they found that the proposal of the Feature 

Selection Method based on Genetic 

Algorithm (FSGA) for Efficient of Text 

Clustering showed better performance of 

Text Clustering and Classification than 

using all of features. 

Priyanka and Kavita, (2016) performed 

feature selection using genetic algorithm and 

classification using weka for ovarian cancer. 

They investigated the performance of 

different classification methods on clinical 

GSJ: Volume 9, Issue 9, September 2021 
ISSN 2320-9186 463

GSJ© 2021 
www.globalscientificjournal.com



10 
 

data. They used Genetic Algorithm to select 

relevant features before applying 

classification algorithm. The tool they used 

for the classification was Weka tool. They 

evaluated and investigated five selected and 

classification algorithms based on Weka. 

Their results showed that the best algorithm 

in WEKA is Bayesnet classifier with an 

accuracy of 61.57% because it takes 0.1 

seconds for classifying the dataset. 

Dahiya and Sangwan (2018) reviewed 

literatures on genetic algorithm. They 

elaborated on the fact that to use genetic 

algorithm, one has to encode possible model 

behaviours into genes after which the 

models are rated, and allowed to mate and 

breed based on their fitnesses. They also 

reviewed different problems that can be 

solved by genetic algorithm.  

3. Methodology  

The Methodology for the Proposed System 

Design is Object-Oriented Analysis and 

Design Methodology (OOADM). Object-

Oriented Analysis and Design Methodology 

is a system approach to the analysis, and 

design of information systems from the 

point of view of software objects, and their 

interactions with the system, and its 

associated environment. In this 

methodology, the analysis tries to abstract 

components and assign names to them and 

then groups their operations into class 

abstracts. These class abstracts are then 

designed by identifying their roles in the 

system, and the actors that execute those 

roles. The data used in the execution of the 

roles and the operations of the roles are then 

bundled together as class designs which are 

presented using UML class designs. The 

system was divided into two different parts. 

The first part took care of the training while 

the second took care of the testing. The 

dataset used for the training and testing were 

downloaded from the internet. For the 

training, a fitness function is adopted so as 

to fit the data into it, and also to be able to 
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assign fitnesses to the emails for easy 

selection, and finally classification. From 

the architecture, it can be seen that the 

emails in the email corpus are pre-processed 

so as to remove redundant data. From there, 

they are assigned fitnesses based of the 

fitness function, and then the best fit 

individuals are selected, and trained. 

Thereafter, they are cross validated to check 

for accuracy, and to avoid overfitting. After 

that, the testing set is used to test the system, 

and classification of the mails into ham, and 

spam is achieved. The detailed description 

of the methodology is shown in figure 1. 

3.1 Components of the System  

The components of the Proposed System 

are: 

A. Email Corpus: this is the database of 

the emails that will be used for 

training, and testing the model. 

B. Data Pre-processing: at this stage, 

the emails from the corpus are cleaned 

to remove redundant data, and those 

that are not fit for purpose. 
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Figure 1. Detailed description of the methodology 

C. Feature Selection: 

 Genetic Algorithm 

(i) Fitness assignment: features of the 

emails are selected for training, and at 

this stage, the individuals are trained 

and their errors calculated. As 

individuals with their own 

chromosomes are allowed to operate 

in the environment, they are assigned 

fitnesses based on their performances.  

(ii) The selection process: the selection 

of individuals for gene recombination 

is a mandatory step in genetic 

algorithm. Genetic algorithm is used 

to select the best fit individuals that 

will be used for reproduction. 

D. Genetic operators: 

(a) Cross over: the genes (selected 

individuals) are crossed over to get 

individuals of the next generation. 

This is done until an optimal result is 

achieved. In cross over, there is a high 

chance of generating offsprings that 

are similar to their ancestors which 

leads to low diversity. 

(b) Mutation: due to the low diversity 

which is as a result of cross over, the 

offsprings are mutated by changing the 

value of some features of the 

offsprings at random. This is to create 

gene diversity. This is repeated until 

the generation does not significantly 

differ from the previous one. 

3.2 Genetic Algorithm to be implemented 

for Classification   

1. Start  

2. Initialize the Population  

3. Initialize the program size  

4. Define the fitness fi of an individual 

program corresponds to the number of hits 

and is evaluated by specific formula:  

5. Run a tournament to compare four 

programs randomly out of the population of 

programs  
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6. Compare them and pick two winners and 

two losers based on fitness  

7. a) Copy the two winners and replace the 

losers  

    b) With Crossover frequency, crossover 

the copies of the winners  

     c) With Mutation frequency, mutate the 

one of the programs resulting from 

performing step 7(a)      

     d) With Mutation frequency, mutate the 

other of the programs resulting from 

performing step 7(a)  

8. Repeat through step 5 till termination 

criteria are matched 

4. Experiments and results 

In order to experiment and evaluate the 

performance of the system, data from the 

dataset downloaded online was used to 

perform some iterations. The iteration was 

carried out over 50 generations. It was 

discovered that the system was able to 

effectively classify the spam email as shown 

in table 1. 

Table 1: Result of the iterations   

GENERATION/ITERATION 
 

BEST 
SOLUTION 

SO FAR 

WORST 
SOLUTION 

SO FAR 

BEST 
SOLUTION 
INDEX SO 

FAR 
MESSAGE 

 
1 0.0625 4.6875 0 Spam 
2 0.0625 4.6875 0 Spam 
3 0.0625 4.6875 0 Spam 
4 0.0625 4.6875 0 Spam 
5 0.0625 4.6875 0 Spam 
6 0.0625 4.6875 31 Spam 
7 0.0625 4.6875 0 Spam 
8 0.0625 4.6875 0 Spam 
9 0.0625 4.6875 0 Spam 
10 0.0625 4.6875 0 Spam 
11 0.0625 4.6875 41 Spam 
12 0.125 4.6875 0 spam 
13 0.0625 4.6875 0 spam 
14 0.0625 4.6875 45 spam 
15 0.0625 4.6875 0 spam 
16 0.0625 0.9375 0 spam 
17 0.0625 4.6875 0 spam 
18 0.0625 4.6875 0 spam 
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19 0.0625 4.6875 49 spam 
20 0.0625 0.98375 0 spam 
21 0.0625 4.6875 0 spam 
22 0.0625 4.6875 0 spam 
23 0.0625 4.6875 0 spam 
24 0.0625 4.6875 0 spam 
25 0.0625 4.6875 31 spam 
26 0.0625 4.6875 0 spam 
27 0.0625 4.6875 0 spam 
28 0.0625 4.6875 0 spam 
29 0.0625 4.6875 0 spam 
30 0.0625 4.6875 41 spam 
30 0.125 4.6875 0 ham 
30 0.0625 4.6875 0 spam 
30 0.0625 4.6875 45 spam 
30 0.0625 4.6875 0 spam 
31 0.0625 0.9375 0 spam 
32 0.0625 4.6875 0 spam 
33 0.0625 4.6875 0 spam 
30 0.0625 4.6875 49 spam 
30 0.0625 0.98375 0 spam 
30 0.0625 4.6875 461 spam 
30 0.0625 4.6875 37 spam 
30 0.0625 4.6875 50 spam 
34 0.0625 4.6875 0 spam 
35 0.0625 4.6875 0 spam 
36 0.0625 4.6875 0 spam 
37 0.0625 0.9375 0 spam 
38 0.0625 0.9375 0 spam 
39 0.0625 0.9375 0 spam 
40 0.0625 4.6875 0 spam 
41 0.0625 4.6875 461 spam 
42 0.0625 4.6875 37 spam 
43 0.0625 4.6875 50 spam 
44 0.0625 4.6875 0 spam 
45 0.0625 4.6875 0 spam 
46 0.0625 4.6875 0 spam 
47 0.0625 0.9375 0 spam 
48 0.0625 0.9375 0 spam 
48 0.0625 0.9375 0 spam 
50 0.0625 4.6875 0 spam 

 

Table 1 shows the classification of spam 

email. It can be observed that at generation 

30, the email was classified as ham which 

shows that the system is not a perfect one. 

The spam email was labeled 0 while the ham 

was labeled 1 as shown in the table below. 

The data is iterated over different 

generations, and the result of the previous 
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generation is moved into the next generation 

to continue the iteration. The best solution 

so far, and the worst solution so far are 

recorded. The best solution index so far is 

also recorded. Although the best individuals 

are selected to move into the next generation 

to continue to cross over and mutate, 

however, worst individuals are not discarded 

because they may eventually become 

relevant, and produce good offsprings in 

later generations. The accuracy of the 

system was calculated to be 98%. The 

accuracy and generation performance of the 

system is shown in table 2 while the graph 

of the iteration is also shown in figure 2. 

Table 2: Accuracy and Generation Performance of the Proposed System 

GENERATION/ITERATION Accuracy 
1 1 
2 1 
3 1 
4 1 
5 1 
6 1 
7 1 
8 1 
9 1 
10 1 
11 1 
12 1 
13 1 
14 1 
15 1 
16 1 
17 1 
18 1 
19 1 
20 1 
21 1 
22 1 
23 1 
24 1 
25 1 
26 1 
27 1 
28 1 
29 1 
30 1 
30 0 
30 1 
30 1 
30 1 
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31 1 
32 1 
33 1 
30 1 
30 1 
30 1 
30 1 
30 1 
34 1 
35 1 
36 1 
37 1 
38 1 
39 1 
40 1 
41 1 
42 1 
43 1 
44 1 
45 1 
46 1 
47 1 
48 1 
49 1 
50 1 

 

 Accuracy of the proposed system  =  number of spam mails * 100 

    Total number of  emails  

=   49  * 100  =   98% 

            50 
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Figure 2: Accuracy and Generation graph of the Proposed System 

5. Conclusion 

In this paper, spam email selection and 

classification using genetic algorithm was 

proposed. The proposed approach is in two 

stages. In the first stage which is the training 

stage, genetic algorithm is used to select the 

best fit individuals based on their relative 

fitnesses. These best fit individuals are then 

allowed to cross over and mutate over 

different generations. They are then 

classified into spam or ham. During the 

testing stage, an incoming email goes 

straight to the testing phase, and gets 

classified by the genetic algorithm. A total 

of 2226 emails were taken from enron email 

dataset to train the system out of which 1022 

0f them were spam emails. The accuracy of 

the system was calculated to be 98%. Our 

experimental results show that genetic 

algorithm can effectively be used to classify 

emails. 
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