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Abstract 

 

This study, titled The Use of 

Artificial Intelligence Chatbots in School 

Inquiry and Support Systems, explores the 

perceptions and experiences of users 

regarding the integration of AI chatbots in 

educational institutions. The research 

involved twelve participants in a Focus 

Group Discussion (FGD), composed of six 

educators and six support service personnel 

from St. Louise de Marillac College of 

Sorsogon Inc. The goal was to examine how 

AI chatbots are utilized for managing 

school inquiries and delivering support 

services, and to identify areas for 

improvement to enhance their overall 

effectiveness and usability.

 

Based on the results of the study, 

several key findings were identified. First, 

students and staff generally perceive AI 

chatbots as effective tools for handling 

inquiries and support services, appreciating 

their quick response time and accessibility. 

However, concerns were noted regarding 

contextual accuracy and information 

reliability. Second, users reported 

challenges such as the inability of AI 

chatbots to understand complex or context-

specific queries, along with occasional 

inaccuracies and technical issues. Third, the 

use of AI chatbots significantly improves 

the efficiency and accessibility of school 

inquiry systems by offering 24/7 access and 

fast information retrieval. Lastly, 

improvements were suggested, including 

refining contextual understanding, 

integrating with real-time school systems, 

enhancing language processing, and 

implementing regular fact-checking to 

ensure reliable and personalized responses.

 

From these findings, several 

conclusions were drawn. Students and staff 

recognize the effectiveness of AI chatbots, 

especially for quick and accessible support. 

Nonetheless, the limitations in contextual 

understanding and reliability signal the 

need for technological enhancements. 

While AI chatbots substantially boost 

efficiency in information services, 

challenges in accuracy and comprehension 

persist. Therefore, it is crucial to refine 

these systems by improving their contextual 

intelligence, expanding their integration 

with institutional databases, and increasing 

the frequency and quality of updates to their 

knowledge base.

 

GSJ: Volume 13, Issue 5, May 2025 
ISSN 2320-9186 414

GSJ© 2025 
www.globalscientificjournal.com

http://www.globalscientificjournal.com/


To optimize the effectiveness of AI 

chatbots in school inquiry and support 

systems, several recommendations are 

proposed. These include enhancing 

contextual understanding, maintaining a 

regularly updated knowledge base, and 

enabling the escalation of complex queries 

to human support staff. Additionally, 

refining the chatbot's language processing 

capabilities and technical reliability will 

address user concerns. Integration with real-

time school systems and advanced 

algorithms can ensure more accurate and 

relevant responses. Finally, strengthening 

user feedback mechanisms and support 

pathways will improve satisfaction and 

foster greater trust in AI-driven support 

tools within educational settings.
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Introduction 

The integration of artificial 

intelligence (AI) has revolutionized various 

sectors worldwide, including education. AI 

chatbots, in particular, have gained 

significant traction in enhancing school 

inquiry and support systems by providing 

real-time assistance and streamlining 

communication. According to Luckin et al. 

(2021), AI-driven technologies have the 

potential to personalize learning experiences, 

optimize administrative tasks, and improve 

accessibility to educational resources. The 

release of OpenAI’s ChatGPT in November 

2022 marked a pivotal moment in AI 

development, with its rapid adoption 

demonstrating the growing reliance on AI for 

information retrieval and automated 

communication (Janson, 2023). The 

subsequent launch of ChatGPT-4 in May 

2023 further expanded AI’s capabilities by 

processing both text and images, positioning 

chatbots as essential tools for educational 

institutions worldwide (OpenAI, 2023).

 

AI-powered chatbots are beginning to 

reshape the educational landscape by 

addressing common inquiries from students 

and improving administrative efficiency in 

the country. The Department of Education 

(DepEd) and the Commission on Higher 

Education (CHED) have recognized the 

potential of AI in streamlining information 

dissemination and enhancing student 

engagement (Villanueva, 2023). Philippine 

universities and colleges have started 

integrating AI chatbots into their platforms to 

assist with admissions, course inquiries, and 

academic support, demonstrating the 

increasing adoption of AI in education (Cruz 

& Santos, 2023). However, challenges such 

as digital literacy, infrastructure limitations, 

and data privacy concerns persist, 

necessitating further exploration of AI 

chatbot implementation in the country’s 

educational institutions.

 

Here in the province of Sorsogon, 

schools and higher education institutions are 

gradually incorporating AI-driven tools to 

improve their inquiry and support systems. 

Institutions such as Sorsogon State 

University and other local colleges have 

begun exploring AI chatbot applications to 

enhance student support services, particularly 

in providing timely responses to frequently 

asked questions regarding enrollment, tuition 
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fees, and academic policies (Del Rosario, 

2023). However, the extent of AI chatbot 

utilization in Sorsogon remains limited, with 

most institutions still relying on traditional 

means of communication such as face-to-face 

consultations and manual email responses. 

This situation underscores the need for 

localized studies that evaluate the 

effectiveness and feasibility of AI chatbots in 

addressing the specific needs of schools in 

Sorsogon.

 

This study aims to examine the role of 

AI chatbots in school inquiry and support 

systems, focusing on their impact on 

accessibility, efficiency, and user experience. 

By investigating the perceptions of students, 

teachers, and administrators, this research 

seeks to identify the benefits and challenges 

of AI chatbot adoption in educational 

settings. The findings will provide valuable 

insights into the practical applications of AI 

in local schools, informing policies and 

strategies for the effective implementation of 

AI-powered support systems. Ultimately, this 

study contributes to the broader discourse on 

AI in education, offering a nuanced 

perspective on how AI chatbots can enhance 

communication and service delivery within 

the unique context of Philippine schools, 

particularly in Sorsogon.

 

Statement of the Problem 

Specifically, this study sought to 

answer the following questions: 

 

1. How do student and staff perceive the 

effectiveness of artificial intelligence 

chatbot in handling school inquiries 

and support services. 

 

2. What challenges do student and staff 

encounter when interacting with 

Artificial Intelligence chatbots for 

school-related support? 

 

3. What impact do AI chatbots have on 

the efficiency and accessibility of 

school inquiry systems? 

 

4. What improvements can be made to 

enhance the usability and accuracy if 

AI chatbots in providing school 

support and information?

 

Scope and Delimitations 

This qualitative research investigated 

the perceptions of students and staff 

regarding the effectiveness of artificial 

intelligence (AI) chatbots in managing school 

inquiries and support services. The study 

aimed to explore how these individuals 

perceived the effectiveness of AI chatbots in 

handling school-related inquiries and support 

services, identified the challenges they 

encountered during interactions with these 

chatbots, assessed the impact of AI chatbots 

on the efficiency and accessibility of school 

inquiry systems, and gathered suggestions for 

improvements to enhance the usability and 

accuracy of AI chatbots in providing school 

support and information. To gather 

comprehensive insights, focus group 

discussions were conducted with 12 

participants - six educators and six support 

service personnel of St. Louise de Marillac 

College of Sorsogon (SLMCS) - providing 

diverse perspectives within this educational 

context.

GSJ: Volume 13, Issue 5, May 2025 
ISSN 2320-9186 416

GSJ© 2025 
www.globalscientificjournal.com



 

This study was confined to the 

experiences and perceptions of college 

students and staff at SLMCS, which may not 

have been representative of other educational 

institutions or student populations. The focus 

was solely on AI chatbots used for school 

inquiries and support services, excluding 

other AI applications in education such as 

personalized learning tools or administrative 

automation. Additionally, the study did not 

assess the technical performance of AI 

chatbots or compare different chatbot 

platforms. The findings were intended to 

provide insights specific to the SLMCS 

context and may not have been generalizable 

to other settings.

 

Gap Bridged by the Study 

Previous studies explored AI in 

education but focused on different areas. 

Chiu et al. examined how AI tools affected 

student motivation with teacher support. 

Akpan et al. analyzed the rise of AI chatbots, 

discussing their benefits and challenges like 

plagiarism and misinformation. Musundire 

investigated chatbots in Australian schools 

for decision-making but noted issues with 

user acceptance and security. Quimba studied 

AI adoption in Philippine industries, finding 

low awareness and poor infrastructure. 

Villarino focused on AI use in rural colleges, 

highlighting ethical concerns and the lack of 

policies. Ocampo and Gozum discussed AI in 

Catholic education, examining ethical and 

institutional perspectives.

 

Unlike these studies, the present 

study focused specifically on the use of 

artificial intelligence chatbots in school 

inquiry and support systems. While past 

research explored AI’s role in education, 

policy, and industry, none directly examined 

AI chatbots as a tool for handling school 

inquiries and student support. This study 

aimed to bridge that gap by developing an AI 

chatbot designed to assist students, teachers, 

and school staff in accessing information 

efficiently. It addressed key challenges such 

as chatbot integration, user acceptance, and 

data security, ensuring an AI-driven system 

that improved communication and support 

services within educational institutions.

 

Research Focus 

 

This study investigated the role of AI 

Chatbots in transforming school inquiry and 

support systems by examining their 

effectiveness, ethical implications, and 

impact on educational practices. Through a 

mixed-methods approach, the research 

provided valuable insights into the 

integration of AI Chatbots in educational 

settings and developed guidelines for 

responsible implementation. By exploring 

the perspectives of educators and support 

personnel, the study contributed to the 

ongoing discourse on the use of AI 

technology in education and informed best 

practices for the ethical integration of AI 

Chatbots in schools.

To address these concerns and 

achieve the research objectives, a mixed-

methods design combining quantitative 

surveys and qualitative focus group 

discussions was employed. The research 

involved participant recruitment from diverse 

educational settings, data collection through 

surveys and focus groups, and thorough data 

analysis procedures to derive meaningful 

insights into the role of AI Chatbots in school 
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inquiry and support systems. Ethical 

considerations were paramount throughout 

the research process to ensure participant 

confidentiality, data protection, and 

adherence to ethical guidelines for research 

involving human subjects.

Insights on Perceptions and Recommendations for Improvement 
 

Understanding the perceptions of 
students and staff regarding artificial 
intelligence (AI) chatbots in academic 
environments is essential for evaluating 
their effectiveness as tools for school 
inquiries and support services. As 
educational institutions increasingly 
adopt AI-driven technologies, it becomes 
crucial to assess not only their technical 
performance but also how users 

experience and respond to these systems. 
This section presents key insights 
gathered from users' experiences, 
highlighting both strengths and areas 
needing improvement. Based on these 
findings, practical recommendations are 
proposed to enhance the usability, 
accuracy, and overall effectiveness of AI 
chatbots in meeting the dynamic needs of 
school communities.

 
Rationale 
 

As schools increasingly integrate 
Artificial Intelligence (AI) chatbots into 
their inquiry and support systems, it 
becomes crucial to understand how these 
tools are perceived by their primary users 
- students and staff. While AI chatbots 
promise greater efficiency, accessibility, 
and immediate assistance, user 
experiences reveal both strengths and 
limitations in their usability, accuracy, and 

contextual relevance. Gathering insights 
into these perceptions allows institutions 
to enhance chatbot performance, align 
them better with educational needs, and 
ensure that technological innovations 
support rather than hinder academic 
communication. This output seeks to 
translate empirical observations into 
meaningful improvements for educational 
practice.

 
Objectives 
 

1. To assess how students and staff 
perceive the effectiveness of AI 
chatbots in handling school-related 
inquiries. 
 

2. To identify the specific challenges 
encountered by users when 
interacting with AI chatbots for 
support services. 

3. To evaluate the impact of AI 
chatbots on the efficiency and 
accessibility of school inquiry 
systems. 
 

4. To recommend actionable 
improvements to enhance chatbot 
usability, accuracy, and user 
satisfaction. 

 
Goals 
 

1. To optimize AI chatbot design 
based on user feedback for greater 
reliability and contextual accuracy. 
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2. To increase accessibility and 
inclusiveness of AI chatbot services 
for all types of users. 
 

3. To foster a user-centered approach 
to AI chatbot implementation in 
school settings. 

4. To guide institutional development 
of AI tools that are aligned with 
educational values and support 
needs. 

 
Strategies 
 

1. Conduct User Feedback 
Assessments 
Regularly collect and analyze 
feedback from students and staff to 
continuously refine chatbot 
features and response quality. 
 

2. Enhance Natural Language 
Processing (NLP) Capabilities 
Upgrade chatbot technology to 
better understand nuanced 
questions and provide contextually 
accurate responses. 
 

3. Integrate AI with School 
Information Systems 
Ensure seamless access to real-
time data such as grades, 

enrolment, deadlines, and school 
events by linking AI chatbots to 
internal databases. 
 

4. Offer Multilingual and Offline 
Support Options 
Improve accessibility by enabling 
AI chatbots to respond in the local 
language and function with limited 
or no internet connectivity. 
 

5. Implement Training for Users and 
Administrators 
Educate users on effectively 
utilizing AI chatbots and train 
school staff on monitoring and 
updating chatbot content. 

 
Outcomes 
 

1. Refined User Experience 
Improved accuracy and relevance 
of chatbot responses leading to 
higher satisfaction and trust 
among students and staff. 
 

2. Enhanced Inquiry Efficiency 
Faster resolution of routine 
inquiries, freeing up staff time and 
ensuring smoother communication 
within the institution. 
 

3. Increased Accessibility and 
Availability 
24/7 access to information 
empowers users to obtain support 
outside traditional office hours and 
from remote locations. 
 

4. Informed Institutional Decisions 
Data-driven recommendations 
support evidence-based policy-
making and technological 
investment in AI tools tailored for 
education.
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Findings 

Based on the results of the study, the 

following key findings were identified and 

formulated: 

 

1. Students and staff perceive AI 

chatbots as generally effective in 

handling school inquiries and 

support services, noting their 

quick responses and accessibility, 

though concerns remain regarding 

contextual accuracy and 

reliability. 

 

2. Students and staff encounter 

challenges such as the AI 

chatbots' inability to fully 

understand complex or context-

specific queries, occasional 

inaccuracies in responses, and 

technical issues that hinder their 

overall effectiveness in providing 

school-related support. 

3. AI chatbots significantly enhance 

the efficiency and accessibility of 

school inquiry systems by 

providing quick, 24/7 responses, 

improving information retrieval 

times, and offering easy access to 

common queries, although some 

limitations in accuracy and 

context understanding remain. 

 

4. Improvements that can enhance 

the usability and accuracy of AI 

chatbots in providing school 

support and information include 

refining contextual 

understanding, integrating with 

other school systems for real-time 

updates, enhancing language 

processing capabilities, and 

incorporating regular updates and 

fact-checking mechanisms to 

ensure more accurate and 

personalized responses.

Conclusions 

 

Based on the findings of this study the 

following conclusions were formulated: 

 

1. Students and staff acknowledge 

the effectiveness of AI chatbots in 

handling school inquiries and 

support services, particularly 

appreciating their quick responses 

and accessibility, concerns 

regarding the contextual accuracy 

and reliability of the information 

provided highlight the need for 

further improvements to ensure 

their full potential is realized in 

educational settings 

 

2. Despite the usefulness of AI 

chatbots in providing school-

related support, students and staff 

face challenges related to the 

chatbots' limited ability to 

understand complex or context-

specific queries, occasional 

inaccuracies, and technical issues, 

all of which hinder the overall 

effectiveness of the system and 

suggest a need for refinement in 

the technology. 
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3. AI chatbots greatly improve the 

efficiency and accessibility of 

school inquiry systems by offering 

quick, round-the-clock responses 

and facilitating faster information 

retrieval, but challenges in 

accuracy and context 

understanding still exist, 

indicating the need for further 

enhancements to optimize their 

performance in educational 

settings. 

 

4. It is essential to refine their 

contextual understanding, 

integrate them with other school 

systems for real-time updates, 

enhance their language processing 

capabilities, and incorporate 

regular updates and fact-checking 

mechanisms, which will ensure 

more accurate, relevant, and 

personalized responses for users.

 

Recommendations 

 

Based on the conclusions drawn from 

this study, the following recommendations 

were formulated: 

 

1. To improve the effectiveness of AI 

chatbots in handling school 

inquiries, it is recommended to 

enhance the chatbots' contextual 

understanding, update the 

knowledge base regularly, and 

implement a system for escalating 

complex queries to human support. 

 

2. Refine the technology of AI 

chatbots by improving their ability 

to understand complex or context-

specific queries, addressing 

inaccuracies, and resolving 

technical issues to enhance their 

overall effectiveness in providing 

school-related support. 

 

3. Enhance the AI chatbots' accuracy 

and contextual understanding by 

implementing advanced 

algorithms and regular updates, 

ensuring they provide more precise 

and reliable information for 

optimal performance in school 

inquiry systems. 

 

4. Refine AI chatbots' contextual 

understanding, integrate them with 

school systems for real-time 

updates, enhance language 

processing capabilities, and 

incorporate regular updates and 

fact-checking mechanisms to 

provide users with more accurate, 

relevant, and personalized 

responses. 

 

5. Improve user interaction feedback 

systems, and ensure seamless 

escalation to human support for 

complex queries, thereby 

enhancing accuracy and user 

satisfaction.
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