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ABSTRACT

Zero-shot learning (ZSL) or learning with zero training samples is an innovative machine-learning technique that overcomes the limitations
of traditional classification methods. It enables models to learn and classify novel (unseen) classes without using any labeled data from
those classes during training. With ZSL, machines can learn about previously unseen concepts, opening up new possibilities in image
recognition and text understanding. ZSL could bring about a paradigm shift in various real-world applications, particularly in domains where
labeled data is limited or costly such as image classification, natural language processing, and medical diagnosis. This paper provides an
easy-to-understand review of ZSL methods, applications, and challenges to facilitate understanding and implementation of zero-shot
learning.
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1. Introduction

Machine learning models have made remarkable progress in classification tasks but they can only recognize classes they have been
trained on and they are typically trained on labeled data. This makes them less useful in real-world situations where there may not
be enough labeled data for all classes or getting labeled data is expensive and time-consuming. This is especially true for computer
vision and natural language processing tasks that require large and complex datasets. Zero-shot learning addresses this challenge by
enabling models to recognize classes they have not seen during training.

Zero-shot learning is a subfield of transfer learning and an extreme case of few-shot learning. It enables a model to learn about
unseen classes without using any of its instances during training. It is similar to the way humans learn. Humans can recognize
previously unseen objects by utilizing their descriptions. For example, someone who has seen a horse but never a zebra can
recognize a zebra if they are told that zebras look like striped horses. Similarly, using seen classes labeled data and semantic
information (description) about unseen classes, zero-shot learning enables models to recognize unseen classes.

Compared to recent reviews [1] [2] [3] [4], this work provides an easy-to-understand review of zero-shot learning, including its
different methods, data representations, training and testing phases, evaluation techniques, strengths, and limitations to make
understanding and implementation of zero-shot learning simple and effective.

2. Data

The data in zero-shot learning contains seen classes, unseen classes, and auxiliary information [5].
● Seen classes: It contains existing classes for which labeled images are available. These classes are used during training.
● Unseen classes: It contains new classes for which labeled images are not available. The model has no exposure to these

classes during training, making it a challenging task to classify them accurately.
● Auxiliary information: It contains descriptions, semantic attributes, or word vectors for the seen and unseen classes.

S = {(x, y, hy) | x∈ XS , y∈ YS , h∈ AS}
U = {(x, y, hy) | x∈ XU , y∈ YU , h∈ AU}
(S seen class data, U unseen class data, A auxiliary info, X image set, Y class label set, hy semantic encoding, x image, y class label)

Based on the availability of data during the training phase, zero-shot learning is divided into the following categories:
● Inductive ZSL: In this type, the training data includes seen classes labeled data and semantic descriptions/attributes for both

seen and unseen classes.
● Transductive ZSL: In this type, the training data includes seen classes labeled data (from dataset), unseen classes unlabeled

data (generated by model), and semantic descriptions/attributes for both seen and unseen classes.

Based on the availability of data during the testing phase, zero-shot learning is divided into the following categories:
● Conventional ZSL: In this type, the testing data only includes images from unseen classes.
● Generalized ZSL: In this type, the testing data includes both seen and unseen classes during testing.

3. Methods & Models

3.1 Embedding based methods

Embedding-based methods are the most common type of zero-shot learning. They work by learning a shared embedding space
(visual, semantic, or hybrid) for both seen and unseen classes. This method requires only seen class data during training. During
training, a deep model learns to map visual space (image vector) to semantic space (word vector) using data from seen classes.
During testing, the unseen class image vector is passed as input to the trained network which outputs the corresponding word
vector. For classification, a nearest neighbor search is performed in the semantic space to find the closest match to the output of the
network. The drawback of this approach is that it can be biased because the model is trained only on seen classes.

Figure 1: Basic steps of zero-shot learning using embedding approach
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3.2 Generative model based methods

Generative model-based methods are an advanced approach to zero-shot learning that avoids the bias and domain shift issues of
embedding methods. This is done by using both seen and unseen class data during training. As unseen class data is limited, a
generative model is used to generate the unseen class data using semantic attributes. A conditional generative adversarial network is
trained to map semantic space (word vector) to visual space (image vector). Once the unseen class image features have been
generated, a simple classifier is trained on the seen and unseen class image vectors to learn and classify the data.

Figure 2: Basic steps of zero-shot learning using generative approach

3.3 Evaluation

The evaluation of zero-shot models is different from traditional classification methods. To evaluate zero-shot model performance,
average per-class-top-1 accuracy (aY) and harmonic mean (H) are used [5].

In average per-class-top-1 accuracy (aY), we first find the accuracy of each class separately and then average it over all classes.
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Harmonic mean is used in the case of Generalized ZSL settings. We use the top-1 accuracies for seen and unseen classes to compute
the harmonic mean.
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3.4 Zero-shot algorithms and pretrained models

The state-of-the-art zero-shot algorithms are Semantic Output Codes (SOC) [6], Convex Combination of Semantic Embedding (ConSE)
[7], Embarrassingly Simple Zero Shot Learning (ESZSL) [8], Structured Joint Embeddings (SJE) [9], SynC Synthesized Classifiers (SyncC)
[10], Latent Embeddings (LatEM) [11], and Missing Data Problem (MDP) [12].

CLIP (Contrastive Language-Image Pre-Training) is a pre-trained zero-shot classifier developed by OpenAI [13]. Given an image and
text description, the model can predict the relevant text description for that image. Other pre-trained models are ALIGN, CLIPSeg,
Chinese-CLIP, AltCLIP, X-CLIP, VisualBERT, BLIP, LXMERT [14].

4. Applications

Zero-shot learning has a wide range of applications, especially in computer vision and natural language processing. It can be used in:
● Image classification to classify unseen images e.g visual search engines
● Object detection to detect novel objects e.g autonomous vehicles [2]
● Text classification to classify text into topics e.g unseen emotion recognition [15]
● Text Translation e.g translation systems [16]
● Semantic segmentation to segment unseen object categories e.g COVID x-ray diagnosis [2]
● Resolution Enhancement to enhance image resolution without predefined high-resolution images e.g single-image

super-resolution [17]
● Audio Processing e.g zero-shot based voice conversion [18]
● Image Retrieval e.g sketch-based image retrieval [19]
● Image Generation e.g text/sketch-to-image generation [20]
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● Action Recognition e.g human-object interaction recognition [21]
● Style Transfer e.g artistic style transfer [22]

5. Challenges

In this section, we discuss the issues in zero-shot learning that affect the model performance and possible solutions to address these
challenges. The most common challenges in zero-shot classification are bias, hubness, and domain shift.

In inductive training settings, zero-shot models are trained on seen classes, so they are biased toward predicting seen classes at test
time. This can be a problem when the model is tested on images from seen and unseen classes. A solution to the bias problem is
transductive learning.

Hubness happens when high-dimensional vectors are projected into low-dimensional spaces, and the projected points are clustered
around a few hubs because such projection reduces variance. This can make it difficult for the model to accurately classify unseen
classes. Visual embedding space can mitigate the hubness problem because visual space better preserves the structure.

Domain shift occurs when the training and testing data come from different distributions. This happens in zero-shot learning because
the seen classes on which the model is trained are different from the unseen classes on which it is tested. Transductive setting can
overcome the domain-shift issue.

6. Conclusion

This paper provides a comprehensive and easy-to-understand overview of zero-shot learning to help readers better understand and
implement this powerful technique. We discussed the fundamentals of zero-shot learning, including data representation and
preparation, training and testing phases, zero-shot model categories, methods, applications, and challenges.
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