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Abstract 
In this paper, machine learning model for 
monitoring and predicting the quality of 
experience of web users was developed 
using quality of service (QoS) dataset 
generated. The model was built with 
random forest algorithm which was trained 
with the generated dataset. It was 
evaluated and used to develop a system for 
predicting web browsing quality of 
experience of internet users of a single live 
website and also other various websites 
studied. Object Oriented System Analysis 
and Design methodology was employed to 
design the system while the system was 
implemented with python programming 
language. On model evaluation, 12 
experiments were carried out and out of 
the 145 classification results obtained, 128 
were correctly predicted as the actual 
classes: 13 out of 16 were predicted 
correctly for class 1, 36 out of 40 was 
predicted correctly for class 2, 43 out of 48 
was predicted correctly for class 3 while 
36 out of 41 was correctly predicted for 
class 4. This gave rise to a prediction result 
of 93.5 % accuracy, 92 % precision, 91.5 
% sensitivity and 95.5 % specificity. 
Specifically, the results obtained show that 
random forest is good for the development 
of model for web quality of experience. It 
also showed that the developed system can 
predict the quality of experience of web 

users in real time to about 93.5 % which is 
good and will be acceptable to be used on 
any website of interest 
 
Key words: Quality of experience, Random 
Forest, web users, predictive modeling, 
web services  
 
1.1 Introduction 
Quality of Experience (QoE) has recently 

become an interesting topic for both 

industrial and academic research and web 

browsing is already one of the most 

dominant applications on the internet 

Butkiewicz et al, (2011). Therefore, it is 

important for network operators and 

internet service providers to ensure that 

web browsing sessions provide a better 

Quality of Experience (QoE) for the users. 

The ability to monitor web QoE is 

important in determining when and where 

degraded network conditions actually 

affect user’s experience. Previous work on 

monitoring web QoE relied heavily on 

client-side or server-side instrumentation 

such as browser plugins and server logs. 

Butkiewicz et al, (2011) also studied the 

impact of web page user complexity on 
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user experience while  Boz et al, (2019) 

developed better browsers and Asrese et 

al, (2019) detected inefficiencies in HTTP 

and so on.  

 Measuring user’s QoE starts from the 

content providers which include news 

websites like CNN, facebook, YouTube 

and so on. Content distribution networks 

(CDNs) are also designed to serve contents 

to web users while the Internet Service 

Providers (ISPs) provide organisations and 

individuals with internet access. Because 

of this complex multiple party 

involvement in content delivery and lack 

of access to users’ data, it is difficult to 

model and predict Quality of experience 

from the user’s end. Measuring web 

browsing quality of experience from end 

users’ perspective is challenging because 

unlike other stakeholders, users do not 

have access to detailed server-side or 

client - server logs of users’ activities. 

Secondly, existing QoE factors are defined 

from a multimedia and network 

perspective, rather than from a web 

engineering perspective arguably leading 

to naive and inappropriate metrics for web 

and software quality requirements. 

 In this paper, the focus is on taking a 

user’s view of the quality of experience by 

developing a model for classifying web 

browsing quality of experience of internet 

users. The model was trained and used to 

develop a real time system that is capable 

of predicting whether a user will 

experience a bad or poor service in a 

particular website of interest. 

2. Related works 

Some papers related to the work were 
reviewed, analyzed and discussed as 
follows: 

Balachandran et al (2013), devised a 
machine learning mechanism to infer web 
Quality of Experience metrics from 
network traces accurately and then 
presented a large scale study 
characterizing the impact of network 
characteristics on web QoE. In their work, 
the impact of network characteristics on 
the web QoE was studied and the result 
showed that the web QoE is more sensitive 
for inter radio technology handover. The 
work also showed that improving signal to 
noise ratio, decreasing the load and the 
handover can improve the quality of 
experience. 

Butkiewicz et al, (2011) developed QoE 
model for the wild by carrying out large 
scale field studies instead of carrying out 
large scale field studies instead of carrying 
out the QoE prediction research in 
laboratory conditions. They reported a 
descriptive statistics and classification 
results predicting normal against bad QoE. 
The model’s performance suggests that 
mobile QoE prediction is still a difficult 
problem in field conditions. 

Huang et al, (2013) conducted an in-depth 
study of the interactions among different 
applications, network transport protocol 
and radio layer and their impact on 
performance, using a combination of 
active and passive measurements. A first 
and light weight passive bandwidth 
estimation techniques for Long Term 
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Evolution (LTE) networks was developed. 
Using this tool, it was discovered that 
many TCP connections significantly 
under-utilize the available bandwidth. On 
average, the actual used bandwidth was 
less than 50% of the available bandwidth 
which causes data downloads to be longer, 
and incur additional energy overhead. 

Baraković  et al, (2017) in a paper titled 
“Survey of research on Quality of 
Experience modelling for web browsing” 
provided a survey of literature related to 
QoE modelling for Web browsing by 
addressing studies that deal with the 
impact of a wide set of system, context, 
and human influence factors. The survey 
showed that the QoE community has 
neglected relevant aspects studied by the 
user experience community, which are 
needed for a more holistic understanding 
of Web QoE. On the other hand, user 
experience studies may benefit from 
insights into research conducted in the 
QoE domain in terms of the impact of 
more technical factors on user experience. 
In order to validate and develop QoE 
models for the wild, researchers should 
carry out large scale field studies. 
Boz et al, (2019) contributed data and 
observations from a large-scale field 
study on mobile devices in order to 
develop and validate QoE models in the 
wild. The study was carried out in Finland 
with 292 users and 64,036 experience 
ratings. 74% of the ratings were 
associated with Wifi or LTE networks. 
They reported descriptive statistics and 
classification results predicting normal 
versus bad QoE in-the-wild 
measurements. The results illustrated a 
20% improvement over baselines for 
standard classification metrics (G-Mean). 
Furthermore, both network features (such 

as delay) and non-network features (such 
as device memory) showed importance in 
the models.  
Gómez et al, (2014) evaluated youtube  
QoE for android wireless terminal by 
presenting a QoE evaluation tool which 
was able to estimate the QoE  in terms of  
mean opinion score (MOS) for Youtube 
service based on theoretical models. This 
was done by using the software tool to 
carry out measurements of objective 
quality of service (QoS) parameters, 
which were then mapped onto subjective 
QoE by means of a utility function.  
Results from the experiment showed that 
the theoretical model (taken from the 
literature) provides slightly more 
pessimistic results compared to user 
feedback. Users seem to be more 
indulgent with wireless connections, 
increasing the MOS from the opinion 
survey in about 20% compared to the 
theoretical model, which was obtained 
from wired scenarios. 
Tsolkas et al, (2017) also carried out 
quality of experience prediction for Voice 
Over Internet Protocol (VoIP). Machine 
learning algorithms were used to provide 
a user-centric modular QoE predictive 
model for Voice over Internet Protocol 
(VoIP).  In their paper, the QoE of the 
voice calls was assessed with objective 
and subjective tests. The objective tests 
used E- model and Perceptual Evaluation 
of Speech Algorithm (PESQ) to report a 
Mean Opinion Score (MOS) value but 
model developed predicts fairly 
accurately the QoE score and they did not 
consider the impact of device capabilities 
on web QoE.  
Asrese et al, (2019) in a similar study 
titled “Measuring Web Quality of 
Experience in cellular networks”, 
implemented a web performance 
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measurement tool called WebLAR (Web 
latency and Rendering) that can measure 
web latency and QoE in the cellular 
networks. They found out that TCP 
connect time and Time To First Byte 
(TTFB) in LTE network are 160% and 
30% longer than fixed line network. Their 
result showed that DNS look up time 
varies significantly with the TCP 
connection time of the websites they 
studied across Mobile Network Operators 
but the difference between page load time 
and above the fold time across operators 
was not significant. But this study was 
carried out on only eight websites. For 
facebook and other social media 
application. 
Boz et al, (2019) in another work titled 
“Youtube and facebook QoE in mobile 
Broadband networks”, studied the 
performance of the popular youtube and 
facebook applications in mobile 
broadband networks from the end user’s 
perspective and presented the first result 
on the evaluation of different 3.5G 
network conditions on youtube and 
facebook from the end users perspective, 
considering everyday life web usage 
scenario.  
Lycett & Radwan, (2019) identified 
significant challenges of developing 
models that uses the quality of experience 
of web applications and in trying to solve 
the problem, presented a novel model that 
integrates factors through key 
performance indicators and key quality 
indicators. They mapped the metrics and 
incorporated them into a correlation 
model that assesses the Quality of 
Experience of web applications. The 
resultant data from mappings was used as 
input of the proposed model to develop 
artefacts that quantify and predict user’s 
experience. 

Casas et al, (2017) also studied QoE of 
popular applications in smartphones. They 
addressed the problem of QoE monitoring, 
assessment and prediction in cellular 
networks relying on in-smartphone QoS 
traffic measurement and QoE 
crowdsourced feedback. They developed 
system for predicting QoE in smartphones 
for popular applications in a distributed 
manner using only in-smartphone passive 
traffic measurement.  

Alreshoodi and Woods, (2013) presented a 
brief review of some existing correlation 
models which attempt to map Quality of 
Service (QoS) to Quality of Experience 
(QoE) for multimedia services. This 
contribution analysed a number of 
previous attempts and optimisation 
techniques that can reliably compute the 
weighting coefficients for the QoS/QoE 
mapping. 

Vasilev et al, (2018) used machine 
learning techniques to demonstrate how 
QoS metrics can be utilized to accurately 
estimate and predict key QoE factors. 
Their focus was mostly on the stall label 
QoE factors as it is the hardest to predict. 
But to improve QoE prediction, new 
features specific to video profiling was 
designed and can be measured by QoS 
monitoring systems. 
Wuruola, (2018) in using machine learning 
to predict quality of experience, developed 
a model called Quality of Experience of 
Web Applications (QoEWA) by noting 
that the relationship between objective and 
subjective factors was a challenge and 
addressed this by introducing machine 
learning as a means for QoEWA model to 
predict and evaluate subjective data 
dynamically. But user feedback on this 
system is generally limited and MOS is 
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generally time consuming and expensive 
to process.   
 
3.0 Materials and Methods 
The architecture of the quality of 
experience model is shown in figure 1 and 

it comprised of four important modules: 
The user’s equipment, feature extraction, 
quality of experience server, model 
training and model evaluation. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                 Figure 1: Architecture of the Quality of Experience Predictive Model 
 
The Data capture / Users Equipment is 
responsible for data collection from the 
user’s device as soon as the network is 
launched.  The user interacts with the 
system by first locating the directory 
where the data is stored. This Quality of 
Service (QoS) dataset which contains a 
total of 5014 instances of measured Key 
Performance Indicators (KPIs) begins to 
load. The parameters includes 13 features 
namely, response time, availability, 
throughput, successability, reliability, 
compliance, best practice, latency, 
documentation, Web Service Relevancy 
function (WSRF), service name and 

WSDL address as shown in Table 1 with 
their respective descriptions and statuses.  
These required parameters were captured 
for the different webservers (facebook, 
skype, Youtube, e.t.c.). The data collected 
goes into the system for processing and the 
signals generated used as input to the 
quality of experience predictive system. 
The features will be generated from the 
data set in the feature extraction module.  

The QoE feature extraction model 
developed with principal component 
analysis (PCA) algorithm and 
implemented with Python scikit – learn 

User’s 
Equipment 

(KPIs) 
 

Model Training 

(Random Forest Classifier) 

Data Augmentation 

 

 

Model Evaluation 

 

Feature Extraction 

Principal Component 
Analysis (PCA) 

QoE 
Server 
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library. The procedure of PCA is shown 
below: 
 
Input: M_Tel QoS dataset 
Output: Pre-processed QoS data. 
Procedure:  
1. Perform QoS data Preprocessing task.  

a. Load dataset which contains 
default data features 
b. Augment the features with four 
other features 
c. Import the dataset and save the 
file in the directory containing the 
dataset 
d. Extract the independent 
variables 
For every feature in the dataset 
i. If more than 75 % of the 

values are missing, then 
remove a specific row that 
has a null value for a 
feature or a particular 
column.  

ii. If feature value is numeric, 
calculate the mean for the 
values in the column and 
replace with the result for 
the missing values. 

iii.  If the feature is a 
categorical data, then 
change the values to 
numbers since learning 
models are primarily based 
on mathematical equations.  

The preprocessed data were then stored in 
QoE server. 
The QoE server holds the data when 
packets are sent on a network. It sends and 
receives requests from various servers 
(youtube, facebook, Skype, whattsapp 
e.t.c) and records them depending on the 
web site the user wants to visit and then 
passes the QoE data captured for training. 

In model training, features extracted were 
used as input to train a QoE model. 
Random forest classifier was used to 
classify the user’s experience into 4 
classes which include class 1 (very good 
QoE), class 2 (good QoE), class 3 (fair 
QoE) and class 4 (poor QoE) and the 
performance of the system was evaluated 
using different accuracy metrics.  

3.1 Data set generation for model 
Building 

The dataset used in this work was the 
Quality of Service (QoS) dataset obtained 
from M-Tel Nigeria. It originally had 
thirteen features as shown in Table 1. 
Feature no. 11 indicates the service 
classification which takes values from 1 to 
4, with the value 1 as the highest quality of 
service; while the value 4 indicates the 
lowest quality of service. Feature numbers 
12 and 13 were considered unimportant in 
the prediction of the quality of experience 
of the websites, and consequently deleted 
from the dataset.  

 

S/No Feature Description Status 
1 Response Time 

Time taken to send a request and receive 
a response  
 

Used 

2 Availability 
Number of successful invocations/total 
invocations  
 

Used 
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 Table 1. Quality of Service Dataset features 
 
 
4.0. Experiments and results 
A series of experiments were carried out 
by picking random samples of dataset 
features and the procedures are as follows:  

1. Pick random samples from the 
dataset. Start with four samples for each 
 decision tree. 
2. Construct a decision tree for each 
sample. Each sample with the same node 
 was built using different data that 
leads to different leaves and get a 

 prediction result from each 
decision tree. The reason behind 
constructing a set  of decision rules is 
to align the parameters of a particular 
sample with its  trained values for 
easy classification and prediction. 
3. 50 trees were chosen to form a 
forest and repeat steps 1 – 2 for 100 and 
 200 trees. Because it is a 
classification problem, each tree in the 
forest  predicts the category to which the 
new record belongs. 

3 Throughput 
Total Number of invocations for a given 
period of time  
 

Used 

4 Successability 
Number of response / number of request 
messages  
 

Used 

5 Reliability 
Ratio of the number of error messages to 
total messages  
 

Used 

6 Compliance 
The extent to which a WSDL document 
follows WSDL specification  
 

Used 

7 Best Practise 
The extent to which a Web service 
follows WS-I Basic Profile  
 

Used 

8 Latency 
Time taken for the server to process a 
given request  
 

Used 

9 Documentation 
Measure of documentation (i.e. 
description tags) in WSDL  
 

Used 

10 WSRF 
 Web Service Relevancy Function: a rank 

for Web Service Quality  
 

Used 

11 Service Classification 
Describes the level of Quality of Service  

Class of QoS 

12 Service Name 
Name of the Web service  
 

Not used 

13 WSDL Address 
Location of the Web Service Definition 
Language (WSDL) file on the Web  
 

Not used 
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4. Vote for each predicted result was 
perfomed. The new record was assigned 
 to the  category that won the 
majority vote.   
5. Select the prediction result with the 
most votes as the final prediction. 

In implementing this model, a couple of 
tools were used. The Salford Predictive 
Modeler (SPM) 8.2 was used to analyze 
the dataset. The variable importance of the 
features in the dataset were extracted in 
SPM 8.2 environment; making it possible 
to identify the features that played a role in 
the determining the class of an instance. 
Similarly, the Random Forest algorithms 
on SPM 8.2 were used to train similar 
models with their results compared with 
that of the developed model. Also the QoE 
data extraction subsystem (which involved 
the bootstrapping of some features of the 
real dataset and the multivariate generation 

of some other features) were implemented 
in R (R Core Team, 2018), where the 
features of the datasets were analysed and 
parameters extracted from the dataset. The 
PCA algorithm was implemented in 
Python 3.6 platform using the Science Kit 
Learn Library available on the Anaconda 
5.2 data science package for windows. The 
QoEPS algorithm on the other hand was 
developed partly in R and partly in Python 
3.6.  
The Graphical User Interface was 
developed using the Python Tkinter 
package, which is a toolkit for the 
programming of Graphical User Interface. 
All graphs were plotted in SPM 8.2 
package and on Python 3.6 platform using 
the matplotlib. Similarly, the UML 
package used in the design of the use case 
and sequence diagrams was Visual 
Paradagm (Enterprise version) 

 

Table 2: QoE classification result 

 

 

 

 

 

 

 

 

Parameter Value 

Number of instances of dataset  364 

Number of instances of class 1 (Very good QoS) 41 

Number of instances of class 2 (Good QoS) 100 

Number of instances of class 3 (Fair QoS) 120 

Number of instances of class 4 (Poor QoS) 103 

Number of instances of extracted parameters for QoS prediction 5014 
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Table 3:  Accuracy metrics of QoE metrics model against CART algorithm 

 

 

 

Figure 2:  QoE model against CART algorithm  

On comparing the results produced by QoE model against those produced by the CART 
algorithm, the new system showed an improvement on the accuracy metrics over those of 
CART. 

 

Table 4: Accuracy metrics of the QoE model against Random Forests Algorithms  

 
 

 

Test 
Proportion 

Test Parameter QoE  Model CART (Splitting function) 

Gini Information Gain 
0.2 

 
Accuracy 92.00 84.35 82.50 

Precision 91.50 86.67 82.25 

Sensitivity 90.50 81.50 84.75 

Specificity 93.50 87.53 80.53 

70.00

75.00

80.00

85.00

90.00

95.00

Accuracy Precision Sensitivity Specificity

Accuracy metrics plot of QOS Model against that of CART Algorithm with test 
proportion of 0.2

QOS Model

Test 
Proportion 

Test Parameter QoE Model Random Forests 
50 Trees 100 Trees 

0.4 Accuracy 93.50 83.53 84.15 
Precision 92.00 88.16 84.75 
Sensitivity 91.50 84.35 86.15 
Specificity 95.50 86.35 82.43 

GSJ: Volume 9, Issue 10, October 2021 
ISSN 2320-9186 520

GSJ© 2021 
www.globalscientificjournal.com



10 
 

 

Figure 3: Accuracy plot of QoE Model against Random Forests Algorithm  

Figures 3 shows the Accuracy plots of the QoE model compared against that of Random 
Forest models of 50 and 100 trees respectively for test proportions of similar values. It can be 
seen in the figures that the QoE model consistently outperformed models built on both CART 
Algorithm and Random Forests Algorithm of varying tree sizes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: QoE prediction output for a single website  
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Figure 5: QoE prediction output for multiple website 

 

 

5.0 Discussion of Results 

There were a total of 364 predictive results 
from the model used as shown in table 2. 
41 instances of the dataset had a class of 1 
(Very good quality of experience). Also, 
100 instances of the dataset had a class of 
2 (Good quality of experience). There is 
also a 120 instances of class 3 (Fair quality 
of experience) and 103 instances of class 4 
(Poor quality of experience). Using the 
network QoS parameter extraction feature 
which was modeled in the system, 5014 
instances of Quality of Service data was 
captured which was subsequently used in 
validating the model by predicting the 
QoE of web users. 

Figure 4 shows a sample output of the 
notification received by the web user from 
his device predicting to the user that the 
website he was trying to access would give 
a good quality of experience. This message 
is the same for any instance of the 
experiment where the user is trying to 
access a live website. 
Figure 5 shows the output from the 
multiple websites where user’s key quality 
indicators were extracted. A total of 5014 
websites were analysed and their QoE 
predicted using the network parameter 
extraction model of the quality of 
experience predictive system (QoEPS). In 
predicting the QoE, 1604 websites were 
observed to have a QoE class of 1 (very 
good quality of experience), 1254 websites  
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were also observed to have a QoE of class 
2 (Good quality of experience). Similarly, 
a total of 1153 websites were further 
predicted to have a QoE class of 3 (Fair 
quality of experience), while a total of 
1003 websites were predicted to have a 
QoE class of 4 (Poor quality of 
experience). 

 
5.1 Model Evaluation  
 
The confusion matrix of the QoE model is 
shown in table 5. The diagonal line in the 
table depicts the number of predictions 
that were correctly predicted as the actual 
classes. Out of the 145 classification 
results obtained, 128 were correctly 
predicted as the actual classes: 13 out of 
16 were predicted correctly for class 1, 36  
 
out of 40 was predicted correctly for class 
2, 43 out of 48 was predicted correctly for 

class 3 while 36 out of 41 was correctly 
predicted for class 4. On model evaluation, 
12 experiments were carried out with test 
proportions of 0.2, 0.3 and 0.4.  Out of the 
145 classification results obtained, 128 
were correctly predicted as the actual 
classes: 13 out of 16 were predicted 
correctly for class 1, 36 out of 40 were 
predicted correctly for class 2, 43 out of 48 
were predicted correctly for class 3 while 
36 out of 41 were correctly predicted for 
class 4. This gave rise to a prediction result 
of 93.5 % accuracy, 92 % precision, 91.5 
% sensitivity and 95.5 % specificity. 
 
 
 
 
 
 
 

 
 
 
 
Table 5: The Confusion Matrix of the QoE Model  
 

 
 
 
 
 
 

6. Conclusion  

Web quality of experience prediction lacks 
user centric system which   necessitated 
the study into quality of experience 
measurement, evaluation and prediction of 
web users. A predictive model of quality 
of experience has be developed to help in 
measuring, monitoring and predicting the 

experience of web users. 
The model developed was trained, and 
evaluated to help in tracing where network 
service bottle neck could be coming from. 
This also enables users take useful 
decisions concerning their web sessions 
and usage in real time. 

 

Actual Class Predicted Class 
Class 1 Class 2 Class 3 Class 4 

Class 1 13 0 1 2 
Class 2 1 36 2 1 
Class 3 1 1 43 3 
Class 4 2 1 2 36 
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