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corpus. We plan to find a larger corpus to increase the size of the training corpus and test the 

effectiveness of the parameters we have defined for tagging the Twi language. 

 

8. Conclusion 
In this study, we presented an approach to tagging the parts of speech of Twi. We worked 

with a corpus of 36,000 words. We used a tagger (TreeTagger) to test its effectiveness by 

analysing the results obtained. The tagging took place over three training phases, at the end of 

which the automatic tagging of the entire corpus was done. Our work has contributed to the 

enrichment of studies that focus on Twi since we shed light on fundamental phenomena that 

have been the subject of previous studies. Also, this work is a first step in the production of a 

database that will be integrated into linguistic tools for the automatic processing of the Twi 

language. This database is composed of lexical words endowed with morphological 

information by means of the automatic tagging of the Twi that we carried out within the 

framework of this work. 
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Annexe 1 

DEF  Definite  Article  

INDEF  Indefinite Article  

NAbs  Abstract Nom  

PRel  Relative Pronoun  

PrDEM Demonstrative Pronoun  

PrINDEF Indefinite Pronoun  

PrPers  Personal Pronoun  

Pin  Interrogative Pronoun  

P  Pronoun 

Nc  Common Noun  

N  Noun 

NP  Proper Nom  

PC  Past Tense 

IMP  Imperfect 

Imp  Imperfect Aspect 

Perf  Perfect Aspect  

FUTP   Near Future 

FUTL   Distant Future 

ADJ-DEM Demonstrative Adjective  

ADJPO Possessive Adjective  

ADJ-Int Interrogative Adjective 

AQA  Qualitative Adjective  

AQE  Qualitative Adjective  

Pr-PO  Possessive Pronoun 

EMP  Emphasis Marker 

NG  Negation  

PAT      Particle  

ME  Emphasis Marker  

AdvL   Adverb of place 

AdvT  Adverb of time 

AdvM  Adverb of Manner 

AdvD  Adverb of Degree   
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AdvF  Adverb of Frequency  

ANC  Cardinal Numeral Adjective 

Card  Cardinal Adjective  

ANO  Ordinal Adjective  

ConCor Conjunction of coordination  

ConSub Conjunction of subordination  

Pper  Personal Pronoun  

1PS  First person singular 

2PS  Second person singular 

3PS  Third person singular 

1PP  First person plural 

2PP  Second person plural 

3PP  Third person plural 

V  Verb 

Imper  Imperative   

Int  Interjection  

Con  Connector   

Prog  Progressive 

Pr  Present 

Sg   Singuler  

Pl  Plural 
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Annexe 2  

Token TreeTag Good Tag 
w’ayi Nc  
wɔn 3PP  
Adi PerfV  
pɛn Nc EMP 
No DEF  
Ahyɛase Nc  
Foforo Nc Adv 
; SENT  
Ne Concor  
yɛn 1PP  
Botae Nc  
sɛ PRel  
yɛbɛboa Nc 1PPFUTV 
Sukuufo Nc  
Ama PerfV  
wɔn 3PP  
Aduru Nc  
wɔn 3PP  
Botae Nc  
Ho POST  
. SENT  
Woa Nc 2PS 
hwɛ Nc V 
Family Nc  
Guy Nc  
, SENT  
dieɛ Nc  
Brian Nc  
De V  
Stewie Nc  
Ka Nc  
No DEF  
? SENT  
Sɛ PRel  
yɛyɛ Nc 1PPV 
Obi Nc PrDem 
bɔne Nc Adj 
A EMP  
, SENT  
yɛsrɛ Nc 1PPV 
bɔne Nc Adj 
fakyɛ Nc VV 
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Na Concor  
Ama PerfV  
yɛne Nc  
Onii Nc PrDem 
korɔ Nc  
No DEF  
Ntam Nc  
Adwo Nc PerfV 
. SENT  
( SENT  
1 Card  
) SENT  
Dɛn Pin  
Nti EMP  
Na Concor  
wɔfrɛ Nc  
No DEF  
“Asɛm Nc  
no” Nc  
? SENT  
Sɛ PRel  
wopɛ 2PSV  
sɛ PRel  
Wo 2PS  
De V  
Wo 2PS  
Ho POST  
bɔ Nc V 
deɛ Pin  
Aka Nc  
No DEF  
A EMP  
, SENT  
ɛyɛ 3PSV  
yɛ V  
, SENT  
ɛyɛ 3PSV  
deɛ Pin  
Wo 2PS  
pɛ V  
. SENT  
Baanodifoɔ Nc  
nsusuyɛ Nc  
Baanodifoɔ Nc  
De V  
wɔn 3PP  
nsusuyɛ Nc  

GSJ: Volume 8, Issue 6, June 2020 
ISSN 2320-9186 191

GSJ© 2020 
www.globalscientificjournal.com



 

 

 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A EMP  
ɛfa 3PSV  
Sukuu Nc  
No DEF  
Ho POST  
bɛma Nc FUTV 
Sukuu Nc  
Panyin Nc  
. SENT  
2 Card  
. SENT  
Obiara Nc  
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